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Abstract

Responsive Link, an ISO/IEC communication standard,
provides many functional capabilities for distributed real-
time systems. This paper is focused on periodic and ape-
riodic communication techniques for Responsive Link. In
periodic communication, the priority is assigned to each
packet so that the network utilization is improved. A schedu-
lability test for connection establishments is also derived
to ensure timing guarantees. In aperiodic communication,
meanwhile, the bandwidth is reserved to improve response
time as much as possible without periodic timing violations.
The effectiveness of the presented techniques is demon-
strated through a series of simulations.

1 Introduction

In distributed real-time systems, individual nodes com-
municate with each other under timing constraints. Trans-
missions must be therefore delivered to destinations by cer-
tain deadlines. Such communication is often referred to as
real-time communication. In many cases, communication
techniques and communication links determine the perfor-
mance of real-time communication.

Communication techniques are closely relevant to com-
munication standards. Though the most well-known stan-
dard is Ethernet, specialized communication schemes [2,
11, 5] are required for hard real-time communication. Eth-
ernet is rather effective to soft real-time communication [6].
Switched Ethernet is often made used of for real-time com-
munication [14, 4, 10], but it does not make Ethernet fully
deterministic. For instance, if a burst of messages destined
to a single port arrives at the switch in a short time interval,
they must be serialized and transmitted one after another.

In fact, we encounter timing problems after all in Eth-
ernet, since it is not designed for real-time communication.
ATM is preferred to Ethernet for real-time communication
in that the communication bandwidth can be reserved. It
is however not suitable for embedded products, e.g. dis-
tributed control applications, due to complex implementa-
tion. Controller Area Network (CAN) and Process Field
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Bus (PROFIBUS) are often used in cars and factory au-
tomation, as real-time communication standards, though the
scalability is problematic: the waiting time to access the
network is increased as the number of nodes and the scale
of the network is enlarged.

This paper is focused on Responsive Link, which is an
ISO/IEC communication standard for distributed real-time
systems. To make efficient use of Responsive Link, we
consider periodic and aperiodic communication techniques.
The goal of periodic communication is to improve the net-
work utilization with timing guarantees, while that of aperi-
odic one is to reduce the response time as much as possible
without causing periodic timing violations.

The rest of this paper is organized as follows. In the
next section, Responsive Link and our network model are
briefly described. Section 3 and Section 4 present commu-
nication techniques for Responsive Link. Those presented
techniques are evaluated through simulations in Section 5.
This paper is concluded in Section 6.

2 Responsive Link and Network Model

Responsive Link, which was originally developed in [15]
and has been standardized as ISO/IEC 24740:2008, pro-
vides many functional capabilities for distributed real-time
systems. Particularly, the priority-based packet-overtaking
function is effective to real-time communication.

The latest specification of Responsive Link has 256-level
priorities for each packet. In the Responsive Link switch,
every time packets arrive at input ports, they are transmitted
to output ports according to their priorities. Specifically,
lower-priority packets are stored in an SDRAM buffer,
implemented in the Responsive Link switch, to wait for
higher-priority packets to be transmitted. If no more than
one packet competes for the same output port, a packet is
just forwarded from an input port to an output port.

In this paper, we assume that each node is connected by
Responsive Link with point-to-point and full-duplex. Each
packet may hop several intermediate nodes, namely we as-
sume a multihop network. The transmission mode has two
options: cut-through and store-and-forward. Since real-
time communication is sensitive in delays, we focus on the
cut-through mode. That is, an input packet is transmitted
right after its header is read.
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Figure 1. Example of network connections.

Each periodic messageMi is characterized by a set
(Ti,Di,Ci), where Ti is a period,Di is a relative dead-
line, andCi is the size of message per period. Note that
(Ti,Di,Ci) is abbreviated as (Ti,Ci), if Ti is equal toDi. A
set of all the periodic messages is denoted byM. Mean-
while. the system does not know when periodic messages
arrive and their size.

Each connection is protected by a real-time channel [3].
That is, a node sends a request message for establishing a
real-time channel before the transmissions of packets on the
corresponding connection starts.

This paper is not focused on routing problems. For sim-
plicity, we take a static routing algorithm, Shortest Path
First. Software implementation problems for the presented
techniques are also not the subject of this paper.

3 Periodic Communication Technique

The packet-overtaking function of Responsive Link en-
ables us to consider preemptive packet scheduling. Given
that each packet of Responsive Link has a fixed priority, we
make use of Deadline Monotonic (DM) [8]. Note that for
periods equal to deadlines, DM performs as Rate Mono-
tonic (RM) [9].

3.1 Priority Assignment by Deadlines

DM is known to be an optimal algorithm for CPU
scheduling. We notice, however, that DM may perform
poorly for packet scheduling, particularly over multihop
networks. Let us consider an example with three messages
M1 = (10, 3), M2 = (9, 5), andM3 = (6, 2) over four nodes
N1, N2, N3, andN4. Here,M1 is delivered fromN1 to N4,
M2 is delivered fromN2 to N3, andM3 is delivered fromN3

to N4, as depicted in Figure 1.
Figure 2 illustrates the DM scheduling of those three

messages.M1 competes withM2 andM3, but it is assigned
the lowest priority by DM. SinceM1 has to hop three links,
it is likely to wait for higher-priority packets to transmiton
each middle node. As a result, it may cause timing viola-
tions due to the delays. For instance, if deadlines are equal
to periods,M1 misses deadlines at time 10 and time 20.

3.2 New Priority Assignment Policy

In this section, we present a new priority assignment pol-
icy, Virtual Deadline Monotonic (VDM). The poor behav-
ior of DM depicted in Figure 2 occurs, because we did not
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Figure 2. Example of DM packet scheduling.
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Figure 3. Example of VDM packet scheduling.

concern about multi-hop packets. VDM virtually splits the
deadline of each message that hops more than one link. The
virtual relative deadlineD′i of Mi that hopsHi of links is
expressed by Equation (1).

D′i =
Di

Hi
(1)

Consider the previous example again. SinceM1 hops
three links, its deadline is virtually split to 3/10 = 3.33.
Hence, it is assigned the highest priority according to VDM.
Figure 3 then illustrates the VDM packet scheduling of the
same three messages. We see the effectiveness of VDM in
thatM1 is not blocked byM2 andM3 any more.

It is obvious that VDM outperforms DM on Responsive
Link multi-hop networks, given that the worst-case arrival
rate on each middle node is limited by the virtual deadline
in VDM, while that is just limited by the original deadline
in DM. With the virtual deadlineD′i = Di/Hi in the case
of Hi hops, VDM guarantees a multi-hop messageMi to
be delivered to the destination withinD′i × Hi = Di, if the
schedulability is guaranteed.

We now consider improving VDM. The virtual deadline
assignment based on Equation (1) pessimistically assumes
that the transmissions of each multi-hop messageMi are not
overlapped (separated) among the links. Figure 4 illustrates
this assumption. However, as shown in Figure 3, the trans-
missions can be in fact overlapped, since Responsive Link
offers such a network model that transmits a packet arriving
one node to the next node at the next time clock.

We take into account this characteristic of Responsive
Link. Let C∗ be the transmission time of one packet. Since
the first packet of a messageMi arriving on one node at
timet is always transmitted to the next node at timet+C∗ on
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Figure 4. Separated transmission.

Responsive Link networks, the remaining transmission time
Ci−C∗ of Mi can be considered as the available transmission
time on the next node. So duringHi hops, the transmission
time (Ci−C∗)×(Hi−1) can be overlapped forMi. We should
also append this time interval for the available transmission
time in addition toDi. Thus, we renew the definition of the
virtual deadline by Equation (2).

D′i =
Di + (Ci −C∗) × (Hi − 1)

Hi
(2)

3.3 Scheduling Analysis

The response time analysis (RTA) [1] is used to derive a
schedulability test for VDM. The response time of the trans-
mission between two nodes lying side-by-side is the time
duration from the arrival of the message to the completion
of sending the message to the output node.

We here need to take into account that the arrival rate
of a message on a middle node is not equal to its release
rate due to different workloads of nodes over multi-hop net-
works. We first of all assume that all messages are guaran-
teed to meet both virtual and true deadlines. A messageMi

released at timet certainly arrives at each node byt+Di−Ci

at the latest. Such a maximum delayDi − Ci from the re-
lease time is considered as the release jitter problem in [1].
Hence, the worst-case response timeW x,y

i of Mi on link(x, y)
is obtained by Equation (3), wherehpx,y

(i) denotes a set of
messages whose priorities are higher thanMi.

W x,y
i =

∑

∀M j∈hpx,y
(i)

(⌈

W x,y
i + D j −C j

T j

⌉

×C j

)

+ Ci (3)

We claim that Equation (3) is pessimistic with respect to
jitters. Since each link has a virtual deadline, we can more
precisely predict the time by which a message is transmit-
ted to the next node. Figure 5 helps to analyze the pre-
cise jitters of a messageMi that is delivered fromN1 to N4
throughN2 andN3. The white boxes represent the earliest
transmissions ofMi, while the gray boxes do the latest ones.
Let us focus onlink(2, 3). In the figure, (1) and (2) denote
the earliest and the latest pseudo-release time ofMi respec-
tively. (3) is the time separated byD′i from (2). Note that
the message transmitted toN2 at time (2) must be transmit-
ted toN3 by (3). (4) is then computed by (2) - (1), which
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link (2, 3)

link (3, 4)
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Figure 5. Analysis of jitters.

is equal toD′i − Ci. By the same token, (5) is expressed by
(4)+ D′i − Ci = 2(D′i − C′i ). Hence, the maximum jitterJi

between the latest pseudo-release and the earliest pseudo-
release ofMi on anylink(x, y) can be obtained by Equation
(4), wherelx,y

i means thatlink(x, y) is thelx,y
i th link for Mi.

Ji = (lx,y
i − 1)× (D′i − Ci) (4)

Finally, we can improve Equation (3) to Equation (5)
based on the above jitter analysis so that the worst-case re-
sponse time is more precisely bounded.

W x,y
i =

∑

∀M j∈hpx,y
(i)

(⌈

W x,y
i + Ji

T j

⌉

×C j

)

+Ci (5)

The schedulability test is designed so that the connection
establishment of each messageMi is accepted, if the worst-
case response timeW x,y

i , obtained by Equation (5), does not
exceed its virtual deadlineD′i for all links link(x, y) where
Mi is transmitted.

4 Aperiodic Communication Technique

Traditionally, aperiodic requests are often handled by a
server. A server is a special periodic task whose purpose
is to service aperiodic requests as soon as possible. Like a
periodic task, a server is characterized by a period and an
execution time. The execution time assigned to a server is
calledbudget. A server is scheduled by the same algorithm
used for periodic tasks, and once active, it serves aperiodic
requests in the range of the budget. The budget is replen-
ished at every period.

We make use of server techniques for aperiodic commu-
nication over Responsive Link networks. Since the objec-
tive of servers is to reduce the response time of aperiodic
messages, we consider only the case in which servers are
assigned the highest priority. If the budget is exhausted,
aperiodic messages are transmitted in background until the
budget is replenished.

4.1 Budget Management

We have two options to manage the budget: per-node
management and per-connection management. In the per-
node management, each node has the budget, and if the



budget is remaining when an aperiodic message arrives at
the node, the message can be immediately transmitted to
the next node. Meanwhile, in the per-connection manage-
ment, the network bandwidth is reserved for each aperiodic
connection, and only the source nodes have the budget. The
message can be then delivered to the destination node, only
if the budget of the source node is remaining.

In Responsive Link, when one node receives a packet,
the packet can be automatically transmitted to the next node
by hardware according to the routing table. Though the per-
node management has such advantage that can deal with
the packets ofany aperiodic messages as long as the per-
node budget is remaining, it is not suitable for Responsive
Link in that each node has to take in each packet before it
is transmitted to the next node so as to verify if the budget
is remaining, which leads to the increase of communication
delays. In addition, the packet-overtaking function is never
exploited, that is, there is no advantage to use Responsive
Link. Therefore, we adopt the per-connection management.
Note that we must know in advance which paths are used
by aperiodic messages, and we must keep connections for
aperiodic messages, once they are established. Otherwise,
we need to establish a connection every time one aperiodic
message is generated.

Henceforth,S k stands for the server of thekth connec-
tion established for aperiodic messages.U srv

k , Csrv
k andT srv

k
then denote the bandwidth, the budget and the period ofS k

respectively. An issue of concern here is how to reserve the
server bandwidth.

4.2 Server Bandwidth

We assume that all periodic messages are guaranteed to
meet deadlines. That is,W x,y

i ≤ D′i is satisfied for anyMi

andlink(x, y) that Mi uses. LetBx,y be the bandwidth avail-
able for the servers onlink(x, y). Since the servers should
not violate the timing constraints of periodic messages,Bx,y

is computed by Equation (6), whereMx,y is a set of periodic
messages whose connections go throughlink(x, y).

Bx,y = min

{

D′i −W x,y
i

Ti

∣

∣

∣

∣

∣

Mi ∈ Mx,y

}

(6)

If multiple connections established for aperiodic mes-
sages go through the same link, the network bandwidth
should be shared among the servers of those connections.
However, each node cannot verify by itself if the network
bandwidth of the link is used by some connections for aperi-
odic communication, because the transmission is controlled
by only the source nodes in the per-connection manage-
ment. It is therefore difficult to reserve the network band-
width exclusively for the server of each connection.

The approach here is that we divide the network band-
width by the number of connections, a part of which has
been established on the link so that each connection can
reserve its own network bandwidth. Dividing the network
bandwidth enables each connection to assign a server with-
out the interference from the other connections competing

for the same link. Here, since we adopt the per-connection
management, the server bandwidth of one connection must
be the same on each link through which the connection is
established. To this end, any server bandwidthU srv

k is ob-
tained by Equation (7), whereLk is a set of links through
which the connection managed byS k is established, andnx,y

is the number of connections going throughlink(x, y).

U srv
k = min

(

Bx,y

nx,y

∣

∣

∣

∣

∣

link(x, y) ∈ Lk

)

(7)

Figure 6 shows an illustrative example of assigning the
network bandwidth to the server. The network is a mesh
topology composed of nine nodes. We assume that the sys-
tem wants to reduce the response time of two aperiodic mes-
sages, as shown in Figure 6(a). One is delivered fromN1 to
N8 via N4 andN5. The other is meanwhile delivered from
N3 to N8 via N6 and N5. First, we compute the network
bandwidth available for the server for each link. Let us as-
sume that the resulting bandwidth is 2/5 for every link. We
then count the number of the connections that go through
each link, as shown in Figure 6(b). The available server
bandwidth for each link is computed such that the value of
the network bandwidth divided by the number of the con-
nections, as shown in Figure 6(c). In the case of the con-
nection established fromN1 to N8, we obtain the available
server bandwidths, 2/5, 2/5 and 1/5. Finally, the server
bandwidth for this connection is decided to be the mini-
mum of them, which is thus 1/5. In the case of the one
established fromN3 to N8, we also obtain the same result.

4.3 Server Algorithms

In this paper, we take Polling Server [7, 12], Deferrable
Server [7, 13], and Periodic Server (a hybrid of Polling
Server and Deferrable Server), as server algorithms for
aperiodic communication over Responsive Link networks.
Polling Server released at timet can transmit only the ape-
riodic messages that arrive beforet within the budget. De-
ferrable Server is similar to Polling Server but differs in that
any aperiodic messages can be transmitted within the bud-
get anytime, and the budget is consumed only when it is
used for transmitting aperiodic messages. Periodic Server
is a hybrid of them: namely any aperiodic message can be
transmitted within the budget anytime, but the budget is al-
ways consumed as the time goes by regardless of whether it
is used for transmitting aperiodic messages or not.

For all the algorithms, the periodT s of the server is set
by the minimum virtual deadlines of periodic messages, i.e.
T s = min(D′i | ∀Mi), so that the server is assigned the
highest priority according to VDM. Aperiodic messages are
transmitted in background when the server is not active (the
budget is exhausted).

The budgetCsrv
k of any serverS k must be determined

so that it never violates the timing constraints of periodic
messages. By the packet-overtaking function of Respon-
sive Link, packets of aperiodic messages transmitted by
the highest priority are always transmitted to the next node
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Figure 6. Illustrative example of assigning network bandwidth to server.
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Figure 8. Blocking by Deferrable Server.

without any interference from lower-priority transmissions.
Thus, the server interferes periodic messages the most when
the budget is fully utilized by aperiodic messages.

According to [13], periodic messages are blocked by at
most one instance in Polling Server as shown in Figure 7,
and by at most two instances in Deferrable Server as shown
in Figure 8. It is clear that Periodic Server may have the
same situation as Polling Server when the budget is fully
utilized. Finally, the budget of any serverS k in Polling
Server or Periodic Server is derived by Equation (8), and
that in Deferrable Server is derived by Equation (9).

CPS
k = U srv

k × T srv
k (8)

CDS
k = U srv

k × T srv
k ×

1
2

(9)

5 Evaluation

We evaluate the presented communication techniques for
Responsive Link through a series of simulations. The per-
formance metric for periodic communication is the accep-
tance ratio of the connection establishment, while that for

1

2 3

4 5 6 7

8 9 10 11 12 13 14 15

Figure 9. Network topology for simulations.

Table 1. Parameters of periodic messages.
setup 1 setup 2

period [100, 1000] [1000, 2000]
message size [1, 10] [100, 500]

aperiodic communication is the mean response time of the
aperiodic messages, with respect to the network loads.

The simulations use a 15-node tree structure depicted in
Figure 9 as a network topology for simulations. The net-
work utilization of periodic messages is defined byUp =
∑

∀Mi∈M
Ci/Ti × 1/L, whereL is the number of unidirec-

tional links between two nodes lying side-by-side.

5.1 Evaluation of Periodic Communication

The periods and message sizes of periodic messages are
uniformly distributed. As for the range of the distributions,
we prepare two setups as indicated in Table 1. The first
setup generates messages with short periods and small mes-
sage sizes, while the second one generates messages with
relatively long periods and large message sizes. The source
and destination nodes are randomly determined. The ac-
ceptance ratio is measured in such a way that each connec-
tion requires for establishing a real-time channel, and the
requirement is accepted if the worst-case response time on
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Figure 11. Comparison of priority assignment
policies (Ti = [1000, 2000]and Ci = [100, 500]).

each link does not exceed the deadline. The worst-case re-
sponse time is obtained by the presented analysis, that is, by
Equation (5). The deadline of a messageMi is D′i for VDM
and isDi for DM.

Figure 10 and Figure 11 show performance comparisons
of priority assignment policies. Here, “SP-VDM” repre-
sents VDM with separated virtual deadlines based on Equa-
tion (1), and and “OV-VDM” represents the one with over-
lapped virtual deadlines based on Equation (2). For both
setup 1 and setup 2, SP-VDM and OV-VDM outperform
DM. This result is not surprising, since dividing deadlines
with respect to the number of hops clearly improves schedu-
lability, as we explained in Section 3. It is however remark-
able that OV-VDM does not outperform SP-VDM for the
first setup. This is mainly because overlapping virtual dead-
lines does not help to increase the transmission time per
link, if message sizes are small. Thus, OV-VDM is more ef-
fective for such networks that generate large-size messages.

Figure 12 and Figure 13 show performance comparisons
of schedulability tests. The schedulability tests are con-
ducted on OV-VDM, which is the best performer in the
simulated priority assignment policies. Here, “Simple test”
represents the test using Equation (3) for the worst-case re-
sponse time analysis, while “Improved test” does the one
using Equation (5). Since the improved test takes into ac-
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Figure 12. Comparison of schedulability tests
(Ti = [100, 1000]and Ci = [1, 10]).
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Figure 13. Comparison of schedulability tests
(Ti = [1000, 2000]and Ci = [100, 500]).

count the jitters more than the simple one, the acceptance
ratio is improved for every network utilization. From those
simulations, the effectiveness of the presented worst-case
response time analysis can be observed.

5.2 Evaluation of Aperiodic Communication

We next evaluate the server algorithms with the pre-
sented per-connection management scheme for aperiodic
communication. Periodic messages are scheduled by OV-
VDM. The mean response time is measured in such a way
that we randomly generate aperiodic messages over the
network where periodic messages have already established
their connections. We use setup 2 in Table 1 for the param-
eters of periodic messages. We then assume that aperiodic
messages are generated based on the poison arrival model.
Due to limitation of space, we generate only three types of
aperiodic messages: (i) ones delivered fromN8 to N9 in 2
hops, (ii) ones delivered fromN8 to N11 in 4 hops, and (iii)
ones delivered fromN8 to N15 in 6 hops.

Figure 14 shows the mean response time of aperiodic
messages whose mean service rates areµ = 0.05, when the
network utilization of periodic messages isUp = 0.1. All
results are normalized based on the results of background
service. For those aperiodic messages who hop 2 links, the



 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.2  0.4  0.6  0.8  1M
ea

n 
re

sp
on

se
 ti

m
e 

re
la

tiv
e 

to
 b

ac
kg

ro
un

d

Mean arrival rate

Background
Polling Server

Deferrable Server
Periodic Server

(a) 2-hop case.

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.2  0.4  0.6  0.8  1M
ea

n 
re

sp
on

se
 ti

m
e 

re
la

tiv
e 

to
 b

ac
kg

ro
un

d

Mean arrival rate

Background
Polling Server

Deferrable Server
Periodic Server

(b) 4-hop case.
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Figure 14. Comparison of server algorithms (µ = 0.05 and Up = 0.1).
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Figure 15. Comparison of server algorithms (µ = 0.05 and Up = 0.2).

response time is not much reduced by the servers, as com-
pared to those who hop 4 or 6 links. Since the servers have
more chance to reduce the response time when there are
more links to hop, they are effective to multi-hop networks.

Periodic Server and Deferrable Server outperform
Polling Server, since they can transmit aperiodic messages
anytime as long as the budget is remaining. Periodic Server
and Deferrable Server are superior to each other, depend-
ing upon the circumstances. Mostly, Deferrable Server is
superior to Periodic Server when the load of aperiodic com-
munication is small, but is inferior when the load is high.
We consider that is because the budget is consumed only
when it is used for transmitting aperiodic messages in De-
ferrable Server, whereas it is consumed as the time goes by
in Periodic Server. If aperiodic messages do not arrive fre-
quently, the budget is just wasted in Periodic Server. How-
ever, if they arrive frequently, Periodic Server can be likely
to fully utilize the budget, and its budget is assigned twice
as much as Deferrable Server, as expressed by Equation (8)
and Equation (9).

Figure 15 shows the results of the simulations in which
the network utilization of periodic messages is increased
to Up = 0.2 from Up = 0.1. The relative order of the
servers in terms of the mean response time is not changed,
but their performance improvements over background ser-
vice are smaller than the case ofUp = 0.1. It is obvious that
the response time of aperiodic messages is increased, as the
network utilization of periodic messages is increased, and
so the benefits of using servers are not much obtained.

Figure 16 and Figure 17 depict the mean response time of
aperiodic messages with mean service ratesµ = 0.1. As the
previous two cases, Periodic Server and Deferrable Server
outperform Polling Server, but Deferrable Server is more
often superior to Periodic Server. We consider that is be-
cause greater service rates lead to smaller message sizes,
and Deferrable Server receives more benefit, since it can be
more likely to complete transmissions of messages, though
the budget is half as much as Periodic Server.

6 Conclusion

We studied real-time communication over Responsive
Link networks. For periodic communication, the priority
assignment policy, called VDM, is proposed. A schedula-
bility test is also derived. For aperiodic communication, we
considered the per-connection management scheme for the
server algorithms. To the best of our knowledge, this is the
first challenge to consider both periodic and aperiodic com-
munication techniques for Responsive Link.

According to the simulation results, VDM improved the
acceptance ratio of connections of periodic messages, as
compared to the simple DM policy. We also demonstrated
that the tightness of the schedulability test was improved by
the presented worst-case response time analysis. In addi-
tion, we showed that the server algorithms work effectively
to reduce the response time of aperiodic messages over Re-
sponsive Link networks, using together the presented per-
connection management scheme.



 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.2  0.4  0.6  0.8  1M
ea

n 
re

sp
on

se
 ti

m
e 

re
la

tiv
e 

to
 b

ac
kg

ro
un

d

Mean arrival rate

Background
Polling Server

Deferrable Server
Periodic Server

(a) 2-hop case.

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.2  0.4  0.6  0.8  1M
ea

n 
re

sp
on

se
 ti

m
e 

re
la

tiv
e 

to
 b

ac
kg

ro
un

d

Mean arrival rate

Background
Polling Server

Deferrable Server
Periodic Server

(b) 4-hop case.

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.2  0.4  0.6  0.8  1M
ea

n 
re

sp
on

se
 ti

m
e 

re
la

tiv
e 

to
 b

ac
kg

ro
un

d

Mean arrival rate

Background
Polling Server

Deferrable Server
Periodic Server

(c) 6-hop case.

Figure 16. Comparison of server algorithms (µ = 0.1 and Up = 0.1).
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Figure 17. Comparison of server algorithms (µ = 0.1 and Up = 0.2).
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