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ABSTRACT
This paper presents an EDF-based algorithm, called Earliest
Deadline Deferrable Portion (EDDP), for efficient schedul-
ing of recurrent real-time tasks on multiprocessor systems.
The design of EDDP is based on the portioned scheduling
technique which classifies each task into a fixed task or a
migratable task. A fixed task is scheduled on the dedi-
cated processor without migrations. A migratable task is
meanwhile permitted to migrate between the particular two
processors. In order to curb the cost of task migrations,
EDDP makes at most M − 1 migratable tasks on M pro-
cessors. The scheduling analysis derives the condition for
a given task set to be schedulable. It is also proven that
no tasks ever miss deadlines, if the system utilization does
not exceed 65%. Beyond the theoretical analysis, the effec-
tiveness of EDDP is evaluated through simulation studies.
Simulation results show that EDDP achieves high system
utilization with a small number of preemptions, compared
with the traditional EDF-based algorithms.

Categories and Subject Descriptors
D.4.1 [Operating Systems]: Process Management—Schedul-
ing, Multiprocessing/multiprogramming/multitasking ; D.4.7
[Operating Systems]: Organization and Design—Real-
time systems and embedded systems
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Algorithms, Theory
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1. INTRODUCTION
Ever since the Earliest Deadline First (EDF) algorithm

[14] turned out to be no longer optimal on multiprocessors
[10], the real-time computing community have developed al-
ternative scheduling algorithms. The primary focus is at im-
proving the worst-case system utilization with guaranteeing
all tasks to meet deadlines. Unfortunately, most of the de-
veloped algorithms suffer from trade-off between theoretical
schedulability and practical overhead: achieving high sys-
tem utilization leads to complex computations. Solutions
are still widely discussed.

For the scheduling of recurrent real-time tasks on multi-
processors, there have been two approaches: global schedul-
ing and partitioned scheduling. In global scheduling, all eli-
gible tasks are stored in a single priority-ordered queue, and
a global scheduler dispatches the same number of the highest
priority tasks as processors from this queue. The relative or-
der of the task priorities varies depending on which tasks are
eligible, hence a task may migrate among processors. In par-
titioned scheduling, on the other hand, each task is assigned
to a single processor, on which each of its jobs will be ex-
ecuted, and processors are scheduled independently. Thus,
a task is executed on a dedicated processor and never mi-
grates among processors. The main advantage of partitioned
scheduling is that they reduce a multiprocessor scheduling
problem to a set of uniprocessor ones.

Dhall et al. showed that global EDF may cause a deadline
to be missed if the total utilization of a task set is slightly
greater than 1 [10]. Letting M be the number of processors,
the worst-case system utilization is therefore no greater than
1/M . The partitioned scheduling approaches are often more
efficient for multiprocessors. Lopez et al. showed that EDF
with the FF (or BF) heuristic can successfully schedule any
task set with a total utilization at most (βM + 1)/(β +
1), where β = �1/α� and α is the maximum utilization of
every individual task [15]. Letting α = 1 and β = 1, the
total utilization becomes (M +1)/2. That is, the worst-case
system utilization becomes 50% for M → ∞.

This paper presents an EDF-based algorithm for efficient
scheduling of recurrent real-time tasks on multiprocessor
systems. The design of the presented algorithm is based on
the portioned scheduling technique [12, 13] which classifies
each task into a fixed task or a migratable task. The main
advantage of the presented algorithm is that the achievable
worst-case system utilization is 65%, while the previous por-
tioned scheduling algorithms, and most of scheduling algo-
rithms, can never achieve a worst-case system utilization
over 50%. Thus, we believe that the algorithm can be a new



alternative for the scheduling of recurrent real-time tasks on
multiprocessor systems.

The rest of this paper is organized as follows. In the next
section, the system model and the terminology are defined.
Section 4 presents the scheduling algorithm and analyzes
the schedulability. Section 5 evaluates the effectiveness of
the algorithm, compared to the traditional algorithms. This
paper is concluded in Section 6.

2. RELATED WORK
Baruah et al. developed the Pfair scheduling technique

that achieves the optimal scheduling of periodic real-time
tasks on multiprocessors [5, 4]. In Pfair scheduling, each task
is divided into quantum-size pieces so-called subtasks which
have pseudo deadlines. A series of the Pfair algorithms is
then designed so that all subtasks meet their pseudo dead-
lines. The PD2 algorithm [1] is known to be the most effi-
cient in the optimal Pfair algorithms. However, the schedul-
ing overhead is often criticized, since they necessarily gen-
erate many preemptions due to quantum-based scheduling.
The practical implementation of Pfair scheduling has been
therefore considered recently [18, 6].

The LLREF algorithm [7] is another optimal multiproces-
sor scheduling algorithm. Unlike the Pfair algorithms, LL-
REF does not rely on the quantum-based scheduling model
but on the original T-L plane abstraction. In T-L plane ab-
straction, the scheduling decision is made locally within ev-
ery interval of job releases to restrain and bound the number
of preemptions. The algorithm has been extended so that
it moreover reduces the number of preemptions [11], but it
still generates many preemptions compared to non-optimal
scheduling algorithms.

The EKG algorithm [2] considers trade-off between system
utilization and the number of preemptions. EKG classifies
each task into a fixed task or a migratable task. A fixed
task is scheduled on the dedicated processor. A migratable
task is meanwhile permitted to migrate between the partic-
ular two processors. The main advantage of this approach is
that the number of migratable tasks is limited to M − 1 on
M processors, while the migrations of M − 1 tasks improve
system utilization. Thus, the migration overhead is relaxed
compared to the other optimal algorithms. The algorithm
trades an achievable system utilization with the cost of pre-
emptions by adjusting the parameter k, where 2 ≤ k ≤ M .
For k < M , the achievable utilization is k/(k + 1). For
k = M , on the other hand, it is 100%, thereby EKG per-
forms optimally.

In general, optimal scheduling algorithms lead to many
preemptions. There are also efficient algorithms that aim
for practical use with a small number of preemptions. The
EDF-US[x] algorithm [17] simply assigns the highest priority
to the tasks with utilizations greater than x. The rest of
the tasks are then scheduled by EDF. Baker showed that
x = 1/2 is the best configuration for this algorithm [3], and
any task set can be successfully scheduled by EDF-US[1/2],
if the total utilization does not exceed (M + 1)/2 on M
processors.

The EDZL algorithm [8] dynamically assigns the highest
priority to the tasks which reach zero laxity. EDZL is more
attractive than EDF-US[x] in that it is at least as effective
as EDF, while EDF-US[x] is not. Piao et al. showed that
any task sets can be successfully scheduled by EDZL if the
total utilization does not exceed (M +1)/2 on M processors

[16]. In recent years, more strict analysis of EDZL has been
presented [9, 19].

The Ehd2-SIP algorithm [12] takes a similar approach to
EKG in such a way that each task is classified into a fixed
task or a migratable task, but the approach is simplified for
practical use. While EKG utilizes the full capacity of every
processor on which a migratable task is executed, Ehd2-
SIP does not fully utilize the processor to reduce the com-
putation complexity. Thus, the scheduling of migratable
tasks is more straightforward than EKG. Such a scheduling
scheme was defined portioned scheduling in [12]. Although
the achievable total utilization was proven to be no greater
than (M+1)/2, the simulation results showed that Ehd2-SIP
is competitive with EKG setting k = 2 in terms of achievable
system utilization.

From the viewpoint of balance between schedulability and
complexity, Ehd2-SIP and EKG with a small parameter k
are attractive. This paper integrates the notions of Ehd2-
SIP and EKG. The developed algorithm succeeds the design
simplicity of Ehd2-SIP for practical use, and at the same
time partially imitates the approach of EKG to improve the
system utilization bound. The resulting advantage is that
the implementation cost is not far beyond the traditional
partitioned scheduling algorithms while the worst-case sys-
tem utilization is no less than 65%.

3. SYSTEM MODEL
The system is composed of M processors: P1, P2, ..., PM .

A periodic task set Γ = {τ1, τ2, ..., τN} is given to the system.
Each task τi is defined by tupple (Ci, Ti) where Ci is its
worst-case execution time and Ti is its period. Note that
Ci ≤ Ti is always satisfied. The processor utilization of τi is
defined by Ui = Ci/Ti. Every task generates a sequence of
jobs periodically. The kth job of τi is denoted by τi,k that is
released at time ri,k and its deadline is equal to the release
time of the next job, i.e. di,k = ri,k+1 = ri,k +Ti. The start
time and the finish time of τi,k are denoted by si,k and fi,k

respectively. All the tasks are preemptive and independent.
Therefore, no tasks make critical sections and synchronize
with other tasks. Any jobs of a task cannot be executed in
parallel, which means that, for any i and j, τi,j cannot be
executed in parallel on more than one processor.

This research has the other assumptions as follows. The
system is a memory-shared multiprocessor. Each processor
shares the code and data. The costs of preempting and mi-
grating tasks are not considered, since those costs depend on
the processor performance. From the viewpoint of schedul-
ing algorithms, it is more variant to focus on how often con-
text switches occur, in order to discuss the runtime overhead
of the system. Hence this paper takes the number of context
switches as a performance metric of the scheduling overhead.
This research also ignores the behavior of a cache system,
because it is dominated by the processor specification and
architecture. In fact, a cache system affects the analysis of
the worst-case execution time rather than scheduling. Such
an analysis is not in the range of this paper.

4. THE EDDP ALGORITHM
This section presents the Earliest Deadline Deferrable Por-

tion (EDDP) algorithm. The design of EDDP is based on
the portioned scheduling technique which is composed of the
task assigning phase and the task scheduling phase. This
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section begins with a review of the portioned scheduling
technique. Then, the task assigning algorithm and the task
scheduling algorithm are presented. Finally, the scheduling
analysis of EDDP is given.

4.1 Portioned Scheduling Technique
The portioned scheduling technique [12] is composed of

the two phases: task assigning phase and task scheduling
phase. In the task assigning phase, each task is assigned to
a particular processor, as long as the task does not cause
the total utilization of the processor to exceed the analyzed
theoretical bound. Such a task is classified into a fixed task.
If the total utilization exceeds the bound, the utilization of
the task is split into two portions. Such a task is classified
into a migratable task. One is assigned to the processor to
which the tasks are being assigned and the other is assigned
to the next processor to which the rest of the tasks will be
assigned.

Notice that the body (program code) of the task is not
really divided into two blocks, but its utilization is shared
on the two processors. In other words, the processor capacity
that the split task will use for execution is reserved on the
two processors. From the scheduling point of view, each split
portion is deemed as a pseudo task to serve the execution of
the original task on each processor.

Figure 1 shows an example of task splitting, called por-
tioning in this paper. The width of the box in which the
task name is indicated is the processor utilization of the
task. This example presumes that a task τk causes the to-
tal utilization of Px to exceed its utilization bound, if it is
assigned to Px. Thus, τk is split into τ ′

k and τ ′′
k . In this

paper, τ ′
k is defined the first portion of τk and τ ′′

k is defined
the second portion of τk. Then, τ ′

k is assigned to Px and τ ′′
k

is assigned to Py . Hence, the portioning approach obviously
improves the total utilization of Px.

The execution times of τ ′
k and τ ′′

k are denoted by C′
k and

C′′
k respectively. Letting U∗

x be the utilization bound of Px,
C′

k and C′′
k are calculated as: C′

k = Tk(U∗
x − Ui − Uj) and

C′′
k = Ck −C′

k. This means that τk consumes C′
k time units

on Px and C′′
k time units on Py within every Tk. In fact, τ ′

k

and τ ′′
k are scheduled as individual periodic tasks, but they

must be scheduled exclusively on Px and Py, since a task τk

cannot be executed in parallel.

4.2 Task Assigning Phase
This section describes how tasks are assigned and split to

processors in EDDP. Let U∗ denote the utilization bound for

EDDP, which is analyzed in Section 4.4. Then, τi is defined
to be a heavy task, if Condition (1) holds. Otherwise, it is
defined to be a light task.

Ui > U∗ (1)

The EDDP assigning algorithm has two steps: the first
step assigns the heavy tasks to the dedicated processors and
the second step assigns the light tasks to the rest of the
processors. Figure 2 shows the pseudo code of the task as-
signing algorithm. The algorithm assumes that the given
task set includes h heavy tasks and N −h light tasks, where
the heavy tasks are indexed 1 ∼ h and the light tasks are
indexed h + 1 ∼ N . The set of the light tasks is sorted so
that the period of τi is smaller than or equal to that of τi+1.
Basically, the algorithm assigns the tasks to the processors
sequentially, which means that it always assigns τi+1 after
τi. If a task causes the total utilization of a processor to
exceed its utilization bound, it splits the task into two por-
tions. Then it continues to assign the rest of the tasks from
the next processor. A set of the tasks assigned to a processor
Px is denoted by Πx.

The procedure of the algorithm is as follows. If the num-
ber of the heavy tasks is smaller than the number of the
processors, the heavy tasks are first assigned to dedicated
processors P1 ∼ Ph (line 2∼5). Note that each processor
Px (1 ≤ x ≤ h) has only one heavy task. Then, the light
tasks are assigned to the rest of the processors. Each light
task τi is assigned to a processor Px as long as the total
utilization of Px is less than or equal to its utilization bound
denoted by U∗

x (line 8∼9). If the total utilization of Px ex-
ceeds the utilization bound, τi is going to be split into two
portions as follows. At first, the execution times of the first
portion and the second portion of the task being split are
calculated based on the remaining schedulable utilization of
Px, denoted by U∗

x − U(Π) (line 11). Then, τi is split into
τ ′

i(C
′
i, Ti) and τ ′′

i (C′′
i , Ti) based on the remaining schedu-

lable utilization (line 12). τ ′
i is assigned to Px and τ ′′

i is
assigned to Px+1 (line 13). Finally, the utilization bound
of the next processor is calculated using the formula that
is described in Section 4.4 (line 16). If all the tasks can be
assigned to the processors, the algorithm succeeds.

Although the task assigning algorithm of EDDP is similar
to that of Ehd2-SIP, it differs in that the tasks are defined
to be heavy or light, and the heavy tasks are assigned to
dedicated processors. The separation of heavy tasks and
light tasks bring two advantages over Ehd2-SIP. First, it
improves the worst-case system utilization, as described in
Section 4.4. Second, it makes the scheduling easier, because
the processors on which only one heavy task is executed
need no schedulers. In this point, EDDP partially imitates
EKG. However, the scheduling algorithm of EDDP is quite
different from EKG, as described in the next section.

4.3 Task Scheduling Phase
This section describes the task scheduling algorithm of

EDDP. Notice that the processors executing heavy tasks
need no schedulers, since each of them contains only one
heavy task. On the other hand, the processors executing
light tasks need schedulers. Like the traditional partitioned
scheduling algorithms, the schedulers have the same schedul-
ing policy, but each of them is not completely independent,
because two processors next to each other may share a mi-
gratable task.



Assumption:
i indicates the index of the tasks.
x indicates the index of the processors.
h denotes the number of the heavy tasks.
U∗

x indicates the utilization bound of Px.
Task set Γ is sorted so that {τi | 1 ≤ i ≤ h} are heavy
tasks and {τj | h + 1 ≤ j ≤ N} are light tasks.
The light tasks are also sorted so that Tj ≤ Tj+1.
1. ∀Πx = ∅ ;
2. if h > M
3. return FAILURE;
4. for 1 ≤ i ≤ h
5. Πi = {τi} ;
6. x = h + 1 and U∗

x = 1.0 ;
7. for h + 1 ≤ i ≤ n
8. if U(Πx) + Ui ≤ U∗

x

9. Πx = Πx ∪ τi ;
10. else if x < M
11. C′

i = {U∗
x − U(Πx)}Ti and C′′

i = Ci − C′
i ;

12. split τi into τ ′
i(C

′
i, Ti) and τ ′′

i (C′′
i , Ti) ;

13. Πx = Πx ∪ τ ′
i and Πx+1 = {τ ′′

i } ;
14. x = x + 1 ;
15. if i + 1 ≤ N

16. U∗
x = 1.0 − C′′

i (Ti+min{C′
i,C′′

i }−C′′
i )

TiTi+1
;

17. else
18. return FAILURE;
19. return SUCCESS;

Figure 2: EDDP assigning algorithm

Assume that τ ′′
i , τ ′

k, and {τj | i < j < k} (i < k) are
assigned to Px. More specifically, τi is split into Px−1 and
Px, and its second portion τ ′′

i is assigned to Px. In addition,
τk is also split into Px and Px+1, and its first portion τ ′

k is
assigned to Px. Then, the task set is scheduled as follows.

1. If the task with the earliest deadline is τ ′′
i but τ ′

i is
currently executed on Px−1, then the task with the
second earliest deadline is dispatched, since τ ′

i and τ ′′
i ,

which form a same job, cannot be executed in parallel.

2. Otherwise the earliest deadline task is dispatched.

In other words, the tasks are scheduled by EDF except
that τ ′′

i has the earliest deadline but its corresponding first
portion τ ′

i also has the earliest deadline and is in execution
on the neighbor processor Px−1. In this exceptional case,
the scheduler defers execution of τ ′′

i until τ ′
i completes so

that τ ′
i and τ ′′

i are executed exclusively.
Figure 3 depicts an example of EDDP scheduling in which

τi is a migratable task between Px−1 and Px. Suppose that
τi is released at time ri with deadline di that is the earliest
on Px but is not on Px−1, and there are two active tasks,
τj and τk, on Px with deadlines of dj and dk respectively,
both of which are later than di. In such a case, τ ′′

i starts
execution on Px at time ri. Assume that τ ′

i receives the ear-
liest deadline on Px−1 at time t1. Then, τ ′

i is dispatched on
Px−1 and τ ′′

i is preempted even if it has the earliest dead-
line on Px. Instead, τj with the second earliest deadline is
dispatched on Px. Hence, τ ′′

i is deferred, though it has the
earliest deadline. Assume that τ ′

i is preempted by a task
released with an earlier deadline at time t2 and is later re-
sumed at time t3. Then, τ ′′

i can be executed during a time

execution of 

Px

Px-1

i i j k

i

execution of j

execution of k

ri di dj dkt1 t4
t

t2 t3

Figure 3: EDDP scheduling example
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interval [t2, t3). When τ ′
i completes at time t4, meaning that

τi consumes C′
i time units, τ ′′

i is resumed.
The above scheduling policy has a potential problem with

respect to deadline assignments. Consider a job of τ ′′
i with a

deadline d. If a set of the tasks assigned to Px, whose total
utilization is less than or equal to 1, is scheduled by EDF
without taking into account exclusive scheduling of τ ′

i and
τ ′′

i , the job of τ ′′
i never misses the deadline d, though the

job may begin at time d−C′′
i and complete at time d in the

latest case. However, applying the above scheduling policy
for the exclusive scheduling of τ ′

i and τ ′′
i , the completion

time of the job may be delayed until time d + min{C′
i, C

′′
i },

if the job of τ ′
i is scheduled during [d − C′

i, d) on Px−1.
Figure 4 depicts such a problematic scheduling. Due to

the execution of the corresponding job of τ ′
i , the job of τ ′′

i

may be blocked for at most C′
i time units if C′

i < C′′
i . On

the other hand, if C′
i ≥ C′′

i , the job of τ ′′
i may be blocked

for at most C′′
i time units.

Taking into account the blocking time of τ ′′
i , EDDP as-

signs job deadlines as follows.

• For a job of τ ′′
i with a deadline d, its deadline is virtu-

ally transformed to d − min{C′
i, C

′′
i }.

• For a job of {τj | i < j < k} and τ ′
k with a deadline d,

its deadline is remained d.

In other words, τ ′′
i is deemed to have a relative deadline

Ti −min{C′
i, C

′′
i }. Once a job of τ ′′

i has the earliest deadline
on Px, no other jobs have earlier deadlines until the job of
τ ′′

i completes, since the period (relative deadline) of τ ′′
i is

guaranteed to be the smallest in Πx by the characteristic of
the task assigning algorithm presented in the previous sec-
tion. Therefore, letting d̄ = d − min{C′

i, C
′′
i }, if a job of τ ′′

i

is guaranteed to complete by time d̄ in EDF scheduling, it is
also guaranteed to complete by time d̄+min{C′

i, C
′′
i } = d in

EDDP scheduling. Since the other jobs are never blocked,
they are guaranteed to complete by their deadlines in EDDP



Assumption:
τi is a migratable task between Px−1 and Px.
τk is a migratable task between Px and Px+1.
t is the current time.
ti is the last time at which τi is dispatched on Px.
tk is the last time at which τk is dispatched on Px.
ei is the remaining execution time of τi.
ek is the remaining execution time of τk.
1. function system tick
2. if any tasks are released on Px

3. if τi is released
4. ei = C′′

i and ti = t.
5. if τk is released
6. ek = C′

k and tk = t.
7. call schedule Px.

8. function schedule Px

9. if Px is idling
10. go to step 15.
11. if τi is currently running on Px

12. ei = ei − (t − ti).
13. else if τk is currently running on Px

14. ek = ek − (t − tk).
15. /* Selection of the next task. */
16. if τi has earliest deadline
17. if τi is in execution on Px−1

18. execute τj with second earliest deadline.
19. else
20. execute τi.
21. let second end invoke at t + ei.
22. ti = t.
23. else if τk has earliest deadline
24. if τk is in execution on Px+1

25. invoke schedule Px+1 on Px+1.
26. execute τk.
27. let first end invoke at t + ek.
28. tk = t.

Figure 5: EDDP scheduling algorithm

scheduling, if they are guaranteed to complete by their dead-
lines in EDF scheduling. The condition for EDDP to guar-
antee all tasks to meet deadlines is presented in detail in the
next section.

Figure 5 shows the pseudo code of the EDDP scheduler.
Every time any tasks are released on Px, a scheduling func-
tion schedule Px is invoked (line 1∼7). Let t be such a time.
At this time, if the migratable tasks τi and τk are released,
the scheduler needs to reset the variables ti, tk, ei and ek

to track their remaining execution times. Since τi and τk

are not allowed to consume more than C′′
i and C′

k time
units respectively on Px, they must be preempted by us-
ing timers.when they exhaust C′′

i and C′
k time units. Thus,

the information of the remaining execution times is required
by the scheduler.

The scheduling function proceeds as follows. First of all,
if the currently-running task is a migratable task, the sched-
uler saves its remaining execution time (line 11∼13). Then,
it selects a task to execute (after line 15). If τi has the earli-
est deadline (line 16), the scheduler examines whether τi is
currently in execution on Px−1 (line 17), since τ ′′

i must wait

1. function job end
2. remove the caller task from a ready set.
3. call schedule Px.

4. function first end
5. remove τr from a ready set.
6. call schedule Px.
7. if τk is ready on Px+1

8. invoke schedule Px+1 on Px+1.

9. function second end
10. remove τi from a ready set.
11. call schedule Px.

Figure 6: The job finishing functions

for τ ′
i . If τi is in execution on Px−1, the scheduler executes a

task with the second earliest deadline (line 18). Otherwise,
τi can be executed (line 20). Because τi cannot overrun C′′

i

time units on Px, the scheduler sets a timer so that it will
invoke a function second end at time t + ei to preempt τi

on Px (line 21). Notice that the second end function may
not be invoked at time t + ei, since the time is updated if
τi is preempted once and later dispatched again within the
same period. So, it is just a time at which τi may exhaust
C′′

i time units. The scheduler must save the current time as
the last dispatched time of τi (line 22) to track its remaining
execution time. Meanwhile, if τk has the earliest deadline
(line 23), the scheduler examines whether τk is in execution
on Px+1. If τk is in execution on Px+1, the scheduler invokes
schedule Px+1 to reschedule Px+1, since τ ′′

k must wait for τ ′
k.

Then, it executes τk (line 26). A timer is also set so that a
function first end will be invoked at time t + ek to preempt
τk on Px (line 27). Finally, it saves the current time as the
last dispatched time of τk (line 28).

Since the scheduler needs to invoke a scheduling function
on the neighbor processor, the processors must support soft-
ware interruptions. The scheduler can easily know if migrat-
able tasks are currently running on the neighbor processor,
because the processors share code and data.

The job finishing functions are shown in Figure 6. Tasks
except for the migratable ones call the job end function,
when jobs of them complete (line 1∼3). The first end and
second end functions are called only through the timers.
Those functions call the scheduling function to reschedule
the tasks (line 3, 6 and 11). Only when τk consumes C′

k

on Px but has not consumed C′′
k on Px+1 yet, the scheduler

invokes the scheduler operating on Px+1 to dispatch and ex-
ecute τk on Px+1, since τk has the earliest deadline on Px+1

but has been deferred.

4.4 Schedulability Analysis
This section derives the schedulable condition for EDDP.

No deadline misses occur on a processor containing a heavy
task, since 100% of processor time is allocated to every heavy
task. Hence, the analysis focuses on the schedulable condi-
tions of processors where the light tasks are assigned. Like
the previous section, let Πx = {τ ′′

i , {τj | i < j < k}, τ ′
k}

(i < k) be a set of the light tasks assigned to a processor Px.
The goal of this section is to derive the schedulable condition
and the utilization bound of Px.



Suppose that a job of some fixed task, i.e. τs ∈ Πx \ τ ′′
i ,

misses its deadline at time d. Let t (< d) be the latest time
instant at which the processor is either idle or is executing a
job whose deadline is after d. The total amount of processor
time consumed by τ ′′

i in the interval of (t, d] is at most equal
to W ′′ expressed by Equation (2).

W ′′ = C′′
i +

—
d + min{C′

i, C
′′
i } − t − C′′

i

Ti

�
C′′

i (2)

Figure 7 shows the case in which τ ′′
i consumes this amount

of time. At time t, a deferred job of τ ′′
i starts with the laxity

of zero and finishes at t + C′′
i , which is its deadline, without

being preempted. Since d must be after or at the pseudo
deadline of the last job of τ ′′

i before time d in Figure 7,
τ ′′

i consumes at most �{(d + C′
i) − (t + C′′

i )}/Ti�C′′
i time

units after t+C′′
i . Hence, the maximal amount of processor

time consumed by τ ′′
i in the interval of (t, d] is calculated by

Equation (2). Since �a� ≤ a for any a, W ′′ must satisfy the
following condition.

W ′′ ≤ C′′
i +

d + min{C′
i, C

′′
i } − t − C′′

i

Ti
C′′

i

= U ′′
i (d − t + Ti + min{C′

i, C
′′
i } − C′′

i )

Here, the total amount of processor time consumed by
each fixed task, i.e. τj ∈ Πx \τ ′′

i , in the interval of (t, d] is at
most Cj(d−t)/Tj, since the tasks except for τ ′′

i are scheduled
by EDF. In order to cause the job of τs to miss its deadline
at time d, the total amount of processor time consumed by
all the jobs with deadlines before or at d needs to exceed
the interval of (t, d]. Hence, the following inequality must
be satisfied. Let L = d − t due to the limitation of space.

L <
X

τj∈Πx\τ ′′
i

Cj

Tj
L + U ′′

i (L + Ti + min{C′
i, C

′′
i } − C′′

i )

If the above inequality is not satisfied, the job never misses
its deadline. Dividing both sides of the above inequality and
considering Ts ≤ d − t, the schedulable condition for τs is
derived by Equation (3).

X
τj∈Πx\τ ′′

i

Uj + U ′′
i

„
1 +

Ti + min{C′
i, C

′′
i } − C′′

i

Ts

«
≤ 1 (3)

Equation (3) implies that all the tasks must satisfy this
condition if the task with the shortest period satisfies this
condition. Since the light tasks are sorted in the order of
increasing period, Ti+1 is the shortest in {Tj | τj ∈ Pix\τ ′′

i }.
Therefore, Equation (4) is the schedulable condition for all
the tasks assigned to Px.

X
τj∈Πx\τ ′′

i

Uj + U ′′
i

„
1 +

Ti + min{C′
i, C

′′
i } − C′′

i

Ti+1

«
≤ 1

⇔
X

τj∈Πx\τ ′′
i

Uj + U ′′
i ≤ 1 − C′′

i (Ti + min{C′
i, C

′′
i } − C′′

i )

TiTi+1
(4)

Notice that the left-hand side of Equation (4) is equal
to the total utilization of Px. Hence, the right-hand side of
Equation (4) is the utilization bound of Px. The task assign-
ing algorithm presented in Section 4.2 uses the right-hand
side of Equation (4) as a formula of obtaining the schedula-
ble utilization bound at line 17 in Figure 2.

Now the analysis derives the worst-case utilization bound
by minimizing the right-hand side of Equation (4). Let Ū

t d

C"i C"i C"iC"i

Pseudo deadline

min{C'i, C"i}
Ti Ti Ti

t + C"i

Figure 7: τ ′′
i consumes the most time

denote the right-hand side of Equation (4). Since Ti ≤ Ti+1,
Ū is minimized when Ti+1 is reduced to Ti.

Ū ≥ 1 − C′′
i (Ti + min{C′

i, C
′′
i } − C′′

i )

T 2
i

The analysis first considers the case of C′
i ≥ C′′

i . In this
case, the relations of U ′

i ≥ U ′′
i and Ui = U ′

i + U ′′
i derive

U ′′
i ≤ Ui/2. Hence, Ū is minimized as follows.

Ū ≥ 1 − C′′
i (Ti + C′′

i − C′′
i )

T 2
i

≥ 1 − Ui

2

Remember that the utilization of a light task is at most U∗

according to Equation (1), which means that Ū is minimized
when Ui = U∗. Hence, the worst-case utilization bound for
the case of C′

i ≥ C′′
i is U∗ = 1 − U∗/2, that is, U∗ = 2/3 �

66%. Next, the analysis considers the case of C′
i ≤ C′′

i . In
this case, Ū is minimized as follows with taking U ′

i = Ui−U ′′
i

into account.

Ū ≥ 1 − C′′
i (Ti + C′

i − C′′
i )

T 2
i

= 1 − U ′′
i (1 + U ′

i − U ′′
i )

= 1 − U ′′
i (1 + Ui − 2U ′′

i )

= 2U ′′
i

2 − (1 + Ui)U
′′
i + 1

= 2

„
U ′′

i − 1 + Ui

4

«2

+ 1 − (1 + Ui)
2

8

≥ 1 − (1 + Ui)
2

8

By the same token as the case of C′
i ≥ C′′

i , Ū is minimized
when Ui = U∗. Hence, the worst-case utilization bound for
the case of C′

i ≤ C′′
i is U∗ = 1 − (1 + U∗)2/8, that is,

U∗ = 4
√

2 − 5 � 65%. This is the absolute worst-case
utilization bound of Px for EDDP. This utilization bound is
valid for any processor containing light tasks. In addition,
the utilization of any processor containing a heavy task is
assigned is equal to the utilization of the heavy task, which is
guaranteed to be higher than U∗ = 4

√
2−5. In consequence,

the utilization bound of the whole system for EDDP is also
4
√

2 − 5 � 65%.

5. SIMULATION
Beyond the theoretical analysis, this section simulates the

following algorithms: EDDP, Ehd2-SIP, EDF-FF, EDF-BF,
EDZL, and EKG. Ehd2-SIP is renamed by EDDHP in the
simulations, which stands for Earliest Deadline Deferrable
Highest-priority Portion. EKG offers two versions. EKG-
2 takes a parameter k = 2 with a lower utilization bound
of 66% and fewer preemptions. EKG-M takes a parame-
ter k = M with the optimal utilization bound of 100% in



exchange for more preemptions. EDF and EDF-US[x] were
not included in the simulations, since they are dominated by
EDZL [9] The Pfair algorithms and LLREF were also not in-
cluded in the simulations, since they are known to generate
more preemptions than EKG-M [11].

5.1 Experimental Setup
Simulations estimate the schedulability of an algorithm as

follows. Every system utilization Usys ranging from 30% to
100%, 1000 task sets with different properties, whose system
utilizations are all Usys equally, are generated and submitted
to the algorithm. Then, the success ratio, defined by the
following expression, is measured.

the number of successfully scheduled task sets

the number of task sets

If an algorithm has high success ratio, it is estimated to
offer high system utilization with a guarantee of timing con-
straints. The definition of a successfully-scheduled task set
depends on an algorithm. For EDDP, EDDHP, EDF-FF,
EDF-BF, EKG-2, and EKG-M, a task set is said to be suc-
cessfully scheduled if all the tasks can be assigned to the
processors, since they are designed so that no tasks will miss
the deadline once they are successfully assigned to the pro-
cessors. For EDZL, on the other hand, a task set is said to
be successfully scheduled if the schedulability test, presented
in [9], accepts the task set.

Simulations estimate the number of preemptions for an
algorithm by calculating its average number, defined by the
following expression.

the total number of preemptions in the task sets

the number of task sets

Simulations are characterized by M , Umax, Umin and Utot.
M is the number of processors. Umax and Umin are the
maximum and minimum values of the processor utilization
of every individual task in a given task set. Utot is the total
processor utilization of the tasks. Then, the system uti-
lization is defined by Usys = Utot/M , ranging from 0% to
100%. The system utilization is determined within the range
of [30%, 100%], since most algorithms never cause deadline
misses if the system utilization is below 30%. Due to the
limitation of space, simulations attempt only the following
combinations of the parameters. M has three cases: 4, 8,
and 16. A set of (Umin, Umax) has then two cases: (0.01, 0.5)
and (0.01, 1.0).

A task set Γ is generated as follows. A new periodic task is
appended to Γ as long as U(Γ) ≤ Utot is satisfied. For each
task τi, its utilization Ui is computed based on a uniform
distribution within the range of [Umin, Umax]. Only the uti-
lization of the task generated at the very end is adjusted so
that U(Γ) becomes equal to Utot. Ti is determined within
the range of [100, 3000] randomly, since the feedback peri-
ods of control and multimedia tasks in embedded systems
are often set about 1 ∼ 30ms. Then, the execution time of
the task Ci = UiTi is calculated.

5.2 The Success Ratio
Figure 8, Figure 9, and Figure 10 depict the success ratio

for each algorithm with respect to task sets in which the
utilization of every individual task ranges within [0.01, 0.5].
Hereinafter, the term schedulable utilization refers to the
maximum system utilization where the success ratio is main-
tained 100%.
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Figure 8: Success ratio: Umax = 0.5, M = 4
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Figure 9: Success ratio: Umax = 0.5, M = 8

The results indicate that EDDP, EDDHP, EDF-BF, and
EKG-2 are competitive. EDDHP slightly outperforms the
rest of the algorithms: EDDHP achieves the schedulable
utilization of 90%, while the rest of the algorithms achieves
that of 85 ∼ 87%. It is remarkable that EDDHP performs
better than EDDP, though the worst-case utilization bound
for EDDP is 65% that is higher than 50% achievable by ED-
DHP. This fact implies that the approach of assigning the
highest priority to the second portion of a migratable task,
which is conducted in EDDHP, may provide better schedu-
lability than the approach of assigning the virtual deadline,
which is conducted in EDDP.

Note that the success ratio for EKG-M drops below 100%
before the system utilization reaches 100%, though EKG is
supposed to become optimal for k = M . Since the execu-
tion time of a task cannot be split less than the minimum
time unit of 1 in the simulations, each processor inevitably
remains a little room unless its remaining utilization in split-
ting τi is an integer multiple of 1/Ti. As a result, a few tasks
may fail to be assigned to any processor, if the system uti-
lization is very close to 100%.

EDF-FF performs relatively well, but its schedulable uti-
lization is around 77% that is 8% behind EDF-BF. Since the
BF heuristic packs items more efficiently than the FF heuris-
tic, the performance of EDF-BF is also better than EDF-FF.
EDZL has lower schedulable utilizations, which are around
50%. Since the schedulability analysis of EDZL was claimed
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Figure 10: Success ratio: Umax = 0.5, M = 16
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Figure 11: Success ratio: Umax = 1.0, M = 4

to have room for improvement in [9], the potential schedu-
lability of EDZL may be better than the simulated results.
However, no better schedulability test has been presented at
the moment.

Figure 11, Figure 12, and Figure 13 depict the success ra-
tios for each algorithm with respect to task sets in which the
utilization of every individual task ranges within [0.01, 1.0].
EDDP, EDDHP, and EKG-2 are still competitive. However,
contrary to the previous case, EDDP slightly outperforms
EDDHP and EKG-2 in most cases. In general, the schedu-
lability of an algorithm is likely to drop under the presence
of heavy tasks, since the condition of the system leads to the
worst case. Thus, EDDP performs better than EDDHP due
to its higher worst-case utilization bound of 65%.

While the above three algorithms are competitive, EDF-
BF declines the maximum schedulable utilization to 67%.
The schedulable utilization for EDF-FF is also declined to
60%. This inferiority of EDF-BF and EDF-FF is due to
the the presence of heavy tasks. Even though the total re-
maining utilization of all the processors is sufficient, a heavy
task may fail to be assigned to any processor, since the ac-
ceptance of a task does not depend on the total remaining
utilization but on the remaining utilization of every individ-
ual processor.

EDZL, on the other hand, improves a schedulable utiliza-
tion up to 60% that is about 15% higher than the previous
case. The schedulable utilization for EDZL is dominated by
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Figure 12: Success ratio: Umax = 1.0, M = 8
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Figure 13: Success ratio: Umax = 1.0, M = 16

the opportunity that the number of the tasks which can have
the zero laxity at the same time becomes greater than the
number of the processors. The case in which there are heavy
tasks leads the total number of the tasks to be smaller than
the case in which there are only light tasks, which results in
less opportunity that the number of the tasks have can have
the zero laxity at the same time is greater than the number
of the processors. As a result, EDZL performs well in the
presence of heavy tasks.

5.3 The Average Number of Preemptions
For counting preemptions, the interval of the simulations

is set the smaller of the least common multiple of the task
periods in the given task set and 232. For each algorithm,
the average number of preemptions in the 1000 task sets is
calculated every system utilization. Then, the number of
preemptions for each algorithm relative to that for EDDP is
calculated only for system utilizations at which both EDDP
and the measured algorithm have success ratios of 100%.

Figure 14, Figure 15, and Figure 16 depict the average
number of preemptions for each algorithm with respect to
task sets in which the utilization of every individual task
ranges within [0.01, 0.5]. EDDP has slightly fewer preemp-
tions than EDDHP. Since EDDP makes several processors
which have only one heavy task, no preemptions occur on
those processors. As a result, the number of preemptions
for EDDP is totally reduced compared to EDDHP. EDF-FF
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Figure 14: Task preemptions: Umax = 0.5, M = 4
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Figure 15: Task preemptions: Umax = 0.5, M = 8

and EDF-BF have around 0.65 ∼ 0.85 times as many pre-
emptions as EDDP. The primary reason why the numbers
of preemptions for EDF-FF and EDF-BF are smaller than
those for the others is that those algorithms simply schedule
the tasks by EDF on each processor without any interfer-
ence from other processors, while the other algorithms have
more or less interferences among the processors.

EDZL has slightly more preemptions, which is about 1.5
times, than EDDP. A global scheduling method has only one
scheduler which handles all the tasks, thereby the ordering
of the task priority is likely to be changed. Since a preemp-
tion occurs every time the ordering of the task priority is
changed, those algorithms cause more preemptions.

EKG causes more preemptions than the other algorithms
regardless of the parameter k. More specifically, EKG-2
causes around 2.0 ∼ 2.5 times as many preemptions as
EDDP, though the schedulable utilization is competitive to
EDDP. EKG-M causes far too many preemptions. EKG pre-
empts a migratable task twice during every interval of job
arrivals on the related processors, which inevitably increase
preemptions.

Figure 17, Figure 18, and Figure 19 depict the average
number of task preemptions for each algorithm with respect
to task sets in which the utilization of every individual task
ranges within [0.01, 1.0]. In this case, EDDP has about
1.3 ∼ 2.0 times as many preemptions as EDF-FF and EDF-
BF. According to EDDP, the second portion of a migratable

 0

 2

 4

 6

 8

 10

 12

 14

 16

 18

 20

 0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

T
he

 r
el

at
iv

e 
nu

m
be

r 
of

 ta
sk

 p
re

em
pt

io
ns

System utilization

EDDP
EDDHP
EDF-FF
EDF-BF

EDZL
EKG-2
EKG-M

Figure 16: Task preemptions: Umax = 0.5, M = 16
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Figure 17: Task preemptions: Umax = 1.0, M = 4

task is preempted when its corresponding first portion por-
tion is dispatched or preempted on the neighbor processor,
while such an extra preemption never occurs for EDF-FF
and EDF-BF. Since the execution time of each task tends to
be long due to Umax = 1.0, the first and second portions of
a migratable task are easily overlapped. As a result, EDDP
causes more extra preemptions. However, EDDP suppresses
the number of preemptions to about 0.5 ∼ 0.7 times as many
as EKG-2 that takes a similar splitting task approach. EKG-
M causes at most about 20 times as many preemptions as
EDDP in exchange for its optimality. Meanwhile, EDZL
causes about 1.5 times as many preemptions as EDDP.

6. CONCLUSION
This paper presented the EDDP algorithm for efficient

scheduling of recurrent real-time tasks on multiprocessors.
The algorithm was designed based on the portioned schedul-
ing technique. The schedulable condition for all tasks to
meet deadlines was derived by scheduling analysis. The
worst-case system utilization with guarantee of timing con-
straints was then proven to be 65%. To the best of our
knowledge, any non-optimal algorithms can achieve higher
worst-case system utilization.

Beyond the theoretical analysis, the effectiveness of EDDP
was validated by several sets of simulations in terms of the
achievable system utilization and the average number of
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Figure 18: Task preemptions: Umax = 1.0, M = 8
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Figure 19: Task preemptions: Umax = 1.0, M = 16

preemptions. The simulation results showed that EDDP
achieved higher system utilizations with a smaller number
of preemptions, compared to EDZL, EDDHP and EKG-2.
Although EKG with large k outperformed EDDP in terms of
achievable system utilization, it caused more preemptions.
EDF-FF and EDF-BF offered less preemptions, however
their achievable system utilizations were much lower than
EDDP. In consequence, this paper believes that EDDP can
be a new alternative for the scheduling of recurrent real-time
tasks on multiprocessors.
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