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Abstract— This paper explains the design of a new system architecture for modular humanoid robot system
that could realize real-time performance and data sharing between functional modules. Our proposed system
is composed of site-based functional modules, for example, arm-control module, whee-control module and
vision module using Responsive Processor and Responsive Link. We also design a prototype robot composed
of these site-based functional modules for evaluation.
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1. 序章
近年ロボットの開発が盛んに行われており, マニピュ

レータ, 画像処理システム, 音声処理システム, 人工知
能等様々な要素技術が研究・実現している. 将来, 人間
の活動する環境下でロボットが自律的に行動するため
には, これらの要素技術から構成されるシステムのリ
アルタイム性を保証し,モジュール間の円滑な情報共有
を実現する必要がある. また, ヒューマノイドロボット
のような大規模なロボットの開発において, 様々なタス
クの実行や機能の追加・変更に対応するには, 拡張性・
柔軟性を備えたシステムアーキテクチャが必要である.
そこで本研究では, 分散制御システムの電子部を構
築する際の共通プラットホームを目的として開発され
たレスポンシブプロセッサ, レスポンシブリンクを用
いて, アーム, 駆動システム, 視覚システムなどの部位
別機能モジュールから構成されるモジュール型ヒュー
マノイドロボットの分散制御アーキテクチャの設計を
行う.
以下では, まず 2章で背景と関連研究について述べ

る. 続く 3章では提案するロボットシステムアーキテ
クチャについて説明する. 4 章で提案するアーキテク
チャに基づいたロボットシステムについて述べ, 5章で
本論文のまとめを行う.

2. 背景と関連研究
現在のロボットシステムでは，1つのプロセッサが

全てを制御するということは稀であり，多かれ少なか
れ複数のプロセッサによって分散制御を行なっている．
ヒューマノイドロボットの分散処理システムの現状と
問題点を考えることで, 新たな情報処理システムアーキ
テクチャの設計を行うことを本研究の目的とする.

2·1 システムアーキテクチャの検討

既存のロボットのシステム分割粒度,コントローラの
物理的配置,コントローラ間の通信機構に着目し, シス

テムアーキテクチャについて検討を行う.
HRP[1]は, 歩行制御とその他の制御を分離した負荷

分散型システムである. これらの計算機を腹部に配置
し , 各部位のデバイスへ配線する構造である. ロボット
の構造はセンサやアクチュエータなどの I/Oがシステ
ム内に分散して存在しているため, 配線が複雑であり,
開発, 故障時の対応には相当なコストがかかるという
問題点がある. 一方, HERMES[2]はアクチュエータ毎
にコントローラを置きモジュール化し, 共有バスで情
報共有するデバイス分散型のシステムである. バス通
信は, 接続されたモジュール全てのモジュールに非同
期にデータを送信でき, 柔軟な情報共有を行うことが
できる. しかしながら, モジュール数の増加に従ってバ
スの調停が困難になるため, システム全体のリアルタ
イム性の低下, 拡張の制限などの問題点が挙げられる.
ASIMO[3]は機能毎に固有の計算機を割り当てバス結
合で情報共有を行なう機能分散型システムであり, 特に
アクチュエータ制御はアークネットを用いて分散処理
を行っている. HRPと HERMESのハイブリッドのよ
うなシステム構成であるが, すべてのアクチュエータの
行動計画を 1つの計算機で集中的に処理するため, 各
機能, 要素技術を分離して研究・実装を行うのが困難で
あり, 拡張性の点で問題があると考えられる.
以上のシステムの問題点は, システム分割粒度や, コ

ントローラの物理的配置,コントローラ間の通信機構の
設計に起因する. そこで,これらの問題点を改善できる
設計法を提案する.

2·2 分散制御に関する検討

分散制御を行うためには, まずシステム全体をどのよ
うにして分割するのかを決定する必要がある．その際
には，分散制御アーキテクチャ, I/O の種類/数量, 空
間的な配置, 演算量, 通信量, リアルタイム性, 消費電力
のようなファクターを元にして分割を行う．
一方で, ロボットシステムの重要なファクターとし
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て，リアルタイム性がある．一般的にロボットシステ
ムが人間の活動する環境下で自律的に行動するために
は, 以下のリアルタイム性を実現する必要がある.

• Low-Levelな制御タスク：
例:アクチュエータの電流, PWM制御
ハードリアルタイム処理の必要性

• モジュール間の協調制御タスク：
例:Collision-freeな腕の制御
コントローラ間のリアルタイム通信機構の必要性

• 高次な制御タスク：
例:長期的な行動計画, ナビゲーション
ソフトリアルタイムタスク, ハードリアルタイム
タスクを処理するソフトウェアの必要性

システム分割のファクターにはトレードオフの関係
になるものも多いが, 上述のタスクを実現するためには
リアルタイム性に優先順位をつけ, 分割方法を考える必
要があると考える.

3. 部位別機能モジュールから構成するシス
テムアーキテクチャの設計

3·1 設計及び設計方針

従来のシステムで問題点として考えられるリアルタ
イム性, 拡張性, 開発性を解決するために, ヒューマノ
イドロボット用の新なシステムアーキテクチャを提案
する. 提案するシステムアーキテクチャの主な設計コ
ンセプトを Table 1に示す.

Table 1 提案するシステムアーキテクチャのコンセプト
システムの分割粒度 部位別機能モジュール

に分割

コントローラの物理的

配置

部位別機能毎にモジ

ュール化

ソフトウェアの構成 階層構造の分散制御

アーキテクチャ

コントローラ間の通信

機構

レスポンシブリンク [4]
を用いた実時間通信機

構

以降の節では, 提案するシステムアーキテクチャのコ
ンセプトについて解説を行う.

3·1.1 モジュール化についての検討

システムのリアルタイム性に着目すると, ロボットの
機能に必要なデバイス, リアルタイム性を保証する計算
機資源, RT-OSを合わせて 1つの機能モジュールとし
て設計し ,システム全体を機能モジュールの集合体とし
て構築する手法が適していると考えられる. その際の
モジュール化の粒度であるが, 開発性やコントローラの
物理的配置を考えてみると, 既存の研究を大きく改良
することもなくシステムに組み込むことができる, 画
像処理システム, マニピュレータシステム, 歩行システ
ムといった人間の部位に相当する部位別機能という粒
度が適していると考えられる. 部位別機能毎にシステ
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Fig.1 アーキテクチャ構成図

ムを構築できるため, 省配線化, 電子部の簡略化, 故障
時の対応が容易であるなどの利点もある. また, 消費電
力, I/O の種類/数量, 空間的な配置のファクターより,
部位別機能のコントローラには, 多数の制御 I/Oやコ
ンピュータ周辺 I/Oを搭載したシステムオンチップで,
組込み用途であるレスポンシブプロセッサ [5] を用い
る. 計算機資源や機能モジュールの拡張に物理的制約
をほとんど与えない高い拡張性を得るために,モジュー
ル間はレスポンシブリンクを用いてネットワーク結合
する.

以上より, 提案するシステムアーキテクチャの構成
図を Fig.1に示す. ロボットをある部位ごとに分割・モ
ジュール化し, これを部位別機能モジュールとして定
義する. モジュールに含まれる構成要素は次の通りで
ある.

• ハードウェア
– 部位別機能に必要となるセンサ・アクチュエー
タなどの各種デバイス類

– ローカルデバイスの制御およびシステム管
理のための PU, メモリ（レスポンシブプロ
セッサ）

– モジュール間のデバイス制御やデータ交換の
ための通信インタフェース (レスポンシブリ
ンク)

• ソフトウェア
– PU上で動作する, 実時間性を必要とするロ
ボット制御のためのRT-OS（RT-Frontier[6]）

– モジュールのローカルデバイスの制御のため
RT-OSに組み込まれたデバイスドライバ

– 各モジュールで提供する機能を実現するため
のアプリケーションプログラム



3·1.2 ソフトウェア構成

各部位別機能モジュールを制御するためのRT-OSに
は,レスポンシブプロセッサ上で設計されている分散実
時間オペレーティングシステムの RT-Frontierを用い
る. RT-Frontierは 1msを単位時間としたスケジュー
リングを行うことができ, タスクの実行時間は 100μ s
を単位として管理することが可能である.
高次な行動タスクの実行や新しい機能の追加や変更

を容易にするため,システム全体を Fig.2に示す階層構
造の分散制御アーキテクチャに従って設計する [7].
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Fig.2 提案するソフトウェアアーキテクチャ

• Application Layer
ロボット全体のアプリケーションやタスクを定義
するレイヤ

• Integration Layer
部位別機能モジュールの提供する機能を統合し,シ
ステム全体のプランニングやマネジメントを行う
レイヤ

• Network Layer
モジュール間の協調制御を実現するネットワーク
をサポートするレイヤ. メインモジュールと部位
別機能モジュール間を接続するグローバルネット
ワークと, 部位別機能モジュール間を接続するロー
カルネットワークを形成する.

• Functional Module Layer
画像処理システムやアームなどの部位別機能モジ
ュールを提供するレイヤ

ロボットシステムは, 提案するアーキテクチャに基
づいて 1つのメインモジュールと複数の部位別機能モ
ジュール群から構成される.
部位別機能モジュールは, EDFスケジューリングを

用いたアクチュエータ制御・センサ処理などのタスク
処理機構と, 後述する通信処理機構から成る.
メインモジュールは部位別機能モジュール間の調停,

システム全体としてのプランニング, インタラクション
等を行うモジュールとして用いる. メインモジュール
は以下の 2つのパートから成る.

• システム管理パート
周期的に部位別機能モジュールと通信を行い, シ
ステムの安定性をハードリアルタイムに保証する.

• 高次な制御タスク管理パート
スレッドプール機構 [8]を用いて対話処理, インタ
ラクション等のソフトリアルタイムタスクを非周
期的に処理

3·1.3 モジュール間のリアルタイム通信機構

モジュール間の円滑なデータ共有を実現するために,
並列分散制御用のリアルタイム通信規格であるレスポ
ンシブリンクを用いる．レスポンシブリンクは主に制
御データなどタイムクリティカルな通信のためのイベ
ントリンクという通信経路を持ち, レイテンシの保証,
バンド幅の保証を行う. 通信に必要な時間を Table 2
のようにバウンドすることができる．また,レスポンシ
ブプロセッサは 5対のレスポンシブリンクを備えてお
り, トポロジフリーで柔軟なネットワークを構築でき,
計算機資源や機能モジュールの拡張に物理的制約を与
えない高い拡張性が実現可能である.

Table 2 イベントリンクの基礎評価
通信速度 40 MBaud

データサイズ 16 Byte

通信遅延 123 usec

以下のように制御用途に応じて同期メッセージであ
るEvent Message・非同期メッセージである State Mes-
sage・Signalの通信メッセージを用いる.

• センサ・アクチュエータや画像処理などの時間駆動
系タスクグループは資源予約に基づき実時間通信の
QoS を保証する Real-Time Channel Manager[9]
を利用し, イベントリンクを用いた State Message
により他のモジュールと周期的に通信しながら協
調して処理を行う. 緊急時にはイベントリンクを
用いた Signalを使用することで対応する.

• 音声認識や音源定位などの事象駆動系タスクグルー
プはイベントリンクを用いた Event Messageによ
り他のモジュールと通信しながら処理を行なう.

4. アーキテクチャの検討

4·1 プロトタイプロボットの設計と実装

提案するモジュール型ヒューマノイドロボットのシ
ステム構成を Fig.3に示す. ロボットシステムはメイ
ンモジュールと, 車輪制御モジュール, 腕モジュール (2
個), 視覚モジュール, コミュニケーションモジュール
の 5つの部位別機能モジュールの計 6個のモジュール
から構成される. メインモジュール, 車輪制御モジュー
ル, 腕モジュールには, レスポンシブプロセッサ, RT-
Frontierを用いて実装している. しかしながら, 視覚モ
ジュール,コミュニケーションモジュールは多大な計算
量を必要とするため, 汎用プロセッサと Linuxを用い
て実装を行っている. 今後は開発中である Responsive
Multi-threaded Processor[10]を用いて実装する予定で
ある.



Fig.4 (a)車輪制御モジュールによる制御 (b):メインモジュールによるプランニング (c):腕モジュールとコミュニケーショ
ンモジュールによる協調制御

Fig.3プロトタイプロボット

4·2 プロトタイプロボットによる基礎実験

プロトタイプロボットを用いて Fig.4に示す基礎的
な実験を行った. ロボットが人間の方へ向き, 握手を
促す行動を示している. メインモジュールからの要求
で車輪制御モジュールが人間のいる方向へ向き (a), 人
間を確認したら 腕モジュールとコミュニケーションモ
ジュールにタスクを要求し (b), 握手を行う (c) アプリ
ケーションである. その際に, メインモジュールのシス
テム管理パート, 車輪制御モジュールと腕モジュールの
アクチュエータ制御は 1msecの周期で処理を行い, シ
ステムのリアルタイム制御と円滑な情報共有が行えた.

5. まとめ

本論文では, システムのリアルタイム性, モジュール
間の円滑な情報共有, 柔軟な開発性を実現するために,
部位別にハードウェア,ソフトウェアをモジュール化し
た部位別機能モジュールから構成されるモジュール型
ヒューマノイドロボットのシステムアーキテクチャを
提案した. また, アーキテクチャに基づいてヒューマノ
イドロボットを実装し, 行動例を示した. 今後は数値
データに基づく定量評価により, 本提案機構およびアー
キテクチャの有効性を示していく予定である.
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