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BE

1.1 Overview

RMT Processor ¥, DBV TIVEALVATLAZERTE-0I1Z, )V TIVRA LEE - WU - HIHZ F
WN=RT 2T URLVTITS 2 2HMIZUTEEZIT 27V AT LLSI THDB. I TIVEA LY AT
LR BB OEINTEELT 5121%, VT NVEAL LEFRTY TR A LI %1778 5 720 DFARKEREZ B L
BTy MR—LEHABL, TN6 270y 7 EMAL TR EIICHAGOE TV AT LRBETES L
SIZTHIERWEEZSND. Ty bR—AITRBERBEREE LTI, V7R A1 LLERESRE, ) 7V &A1 A
WEHERE, IV Yo — XIS, SFEELEEEENIEZOND. 7Ty hAR—L L UTHRABRY AT A
DOHIZBGIZHMAAATHEHTE S L 5123572012, RMT Processor \(ZEATFORSRER T 1 F v SITHEM
(System-on-a-chip) U T\ 5.

o UTILRA LILIEEERE
o UTILAA LIBIEHEEE
o IV a— XM (UART232C, DDR SDRAM I/Fs, DMAC, etc.)
o A FHELHIEBERE (PWM Generators, Pulse Counters, etc.)

(RMT Processing Unit)
(

Responsive Link )

VAT LGB EIAF Y TITBERTO (oY, TO/FaT—&, T4YRVAATE) 2EERET 7200
TREGHKEZEHTES. 2156 1/0 2 Ef UEA ORREZ A U7z RMT Processor & Z DY AT LTSS
H LW MKRE YT Responsive Link & FAWTHEBUEERIT 22 12&>T, 58I TNVRA LY AT L xR
T 5.

1.2 E&ETRY Y

RMT Processor i&V 7V Z A LU - BEOHGHEZZ DO FEHTES I L ZHBIZLTHEITNT WS,
DTIWVRALATY 2a—F121%, AT Y a—Y 2L LT EDF(Earliest Deadline First) %23% b,
Ay a—1 v 27 LT RM(Rate Monotonic) Eh® 55, IZEFRTOVTIVRA LAY a—1) V7L,
BEEIH-TTV T T2 a v fTWRPSFTREERTI I 2Rk Z. TV Tvavid, K
(JWE) DEHEFAVTFARNAAS Yy FITHE L, @EOELEIE AT Y hOBWEUIZHYST 5.
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RoT, MWHDGEIIEBREMEAL Y NKON=RU 2T ICLBBREEFRPIVTHFAMNAS Y FDL—
Ny ROHIBER2FELT 5. BEOHEEIE, MEETOBETEETHINTWAL-T, BREME Ty
b DBV UBHES 2 F28T 5.

RMT Processor 12405 DESREZREHETHZ 21280, VTNRA LAY a—) v Bimk HRICERE
INFZVTIVERALAT Y a—F (V7872 7) IZXVELEEMTINZUHECEEEZ, TOFE FHmED
WO TILVERA LB LCBEE2ERTEIILDOTERZN-—RNYTEFEHLTWS

1.3 £FHEK

1.1 {2 RMT Processor D7 0y 7% R3. RMT PU %, 256bit /XA %4 LT DDR SDRAM I/F
LHEHELTWD .A/h%wrmnz%mw17nk///9:7ax4/X%U%%ﬁ?ép&V;D,m
BT Y FRBIDERRDZRY MVEHEIZBWT, AEVT 7R ADANL—Ty bEWELTWD

Responsive Link, %88 1/0 I& 32bit NRIZERE SN T WS, 32bit /NA & 256bit NAET—h 7 =1 (GW)

Abf?ﬁﬁ‘éﬂfb\é INTNDONAZTEND T —RIET = T 2 TIZBWTANARY A UV I hfTbh,
% SRHFDNAIIZESNSD. £z, Responsive Link DA XY NV Y& RMT PUDAEV TR AI=ZY

WCEEEGI N, a7 arvhsi@3AZENE T, Gl VARO—HELTT /AT EI LN
T%%.;m‘ib,@EM4A/FU/7_77%Z¢é_t#ﬂ51%5

144/32bit 48bit DRAM
DRAM for Responsive Link
SRMTP
RS ECC | non ECC RS ECC
taabt | s2bi RMT PU
Real-Time Execution
8 Prioritized SMT
SRAM (256kB) DRAM I/F 2V|:\),a\)//ectrgr:.1|rz1§s
- ~ 32 Context Cache
HAM ECC I
Memory bus (256bit) ] i ; -
T i 32bit Responsive|s
Buffer Gateway 256/32bit DMAC [ich |pMAC [21ch Link |&
+— 1/O bus (32bit) } i ! T
] ! i i i i i ! i !
! PWM-in 32bit
326461 | RTC | |pwhout| OCE || PIO || SPI ||UART|| 12G || 13N exiemal
imer Encoder IF Bus
A A In: 3Ch A A A A A A . ASCS 4 h
Out: 12¢h 8ch 4cshx 2ch| 4ch ich 32bit | 4req o ik
Cnt: 6¢h (8ch) 4irq Event link
GPS || AC/DC [|Emulate I/0 ADC/ 110 I/0 Flash || ROM/ =
Clock || Motors || Device [|Devices|| DAC ||Devices||Devices||Memory||l/O Dev. BMTP

Battery backed-up module
Figure 1.1: RMT Processor D7 0w 7
UARIZ RMT Processor " :i2 1/0 %R 9.

o Responsive Link (4ch)

e Trace Buffer
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e 32/64bit Timer

e Real Time Clock Unit

o PWM Input (3ch)

e PWM Output (12ch)

e Pulse Counter (6¢ch)

e On-Chip Emulator (1ch)

e Parallel I/O Unit (8ch)

e Serial Peripheral Interface (4cs x 2ch)
o UART (4ch)

e 12C (1ch)

e NOR Flash I/F (1ch)

e External Bus I/F (8cs, 4dreq, 4irq)

e 256/32bit DMA Controller (1ch)

o 32bit DMA Controller (4ch x 5 + 1)
e Hamming ECC SRAM (256kB)

e 144bit ReedSolomon DDR SDRAM I/F (1ch)

o 48bit ReedSolomon DDR SDRAM I/F for RL(1ch)

1.4 Responsive Multithreaded Processing Unit

RMT PU % 8way DRIRIE S VF AL v T 1 v WBEEZAWH#EZITS> Z2ick), "—RKY 7T
TREA LRIV DY TR LU Z T TS, SVFALY R7—FF27F ¥ TIRERDO AL v RA3NHIZ
EITEINBED, ALy RETHEBRYPF Y Va2V AT LAEDOHBEEROBENRI S, BMarKZ -7~-15
&, RMT PUZRAL Y FEBIZERESNERER2EIZ, EEEDOIVEVGHIIN U TRICHEEFRZE 0
WTh, ZHUTXDWFNZETFL TS ALY NOHRT, BEEDOREVAL Y N SEBRIMIZETT 5.

1.2 RMT PUD 70y 7M%E/R3. RMT PU & Ff72=> b (Issue Unit), figEEI=v b
(Execution Unit) , ¥y ¥ az=vy bk (Cache Unit) DKEL 32Zo»rNb. maRKiTI=y MIKA
Ly ROEFEEHIEIL, BEECH > THaHEI=Yy MIHLTEAL Y ROMEE2%ES. madELI=y
MIMBRITI=y MroREONTEGTEERE TS, Fyyyaa=y MIaesRiTa=y M2 o0mS
Ty FER, MAEEIZY FRSDT—XT 7 AEREWUMT 5,
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Instruction Instruction Thread Control
MMU R Unit

Register Context

Insé:;{:ltéon File Cache

Reservation[|Reservation|{Reservation[|{Reservation
Memory Station [| Station || Station [| Station

Read / Write
Buffer

Common Data Bus Arbitor

Figure 1.2: RMT PUD 71 v 27X

13 12:9 8 7:0
ENABLE STATE KEEP PRIORITY

Figure 1.3: ALY KF—=T1LD 74— h

1.4.1 @HEEfTIZV B

MARITI=y POKENIEZAL Y ROEFT2FHIEL, GHEEI=y ML Taa2RITTAILTH
5. Z1L1IZmHRiT2I=y FOMEZRT.

TIF47ALy KR 7oy YRIZERFREINTVWBE ALY KT, TCILEF2HBTAIeNTE S,
FyyPaAly REFBETHERZAVTFF AN F vy YaNIZBEREINTVWAE ALY RZ2/,RT. ELEIL Sbit
% F\WT 256level THRLU, EAKEWVIZFEEBLEIXELS L.

ZALw ROFIEIZ ALy Rilfla=y TS, 725747 ALy RIFAL Y Riilfla=y FAIZH B A
Ly RF—T Nz o TEHEINS., ALY RTF—TLDOT74x—~<v b%& X1.312”79. ENABLE 7« —Jb
RiZ7 254 T7AL Yy RDBETHENE S50 %R7. STATE 74—V RIZ7 2754 TAL Yy KOREZE R
U, Ef7, Eikd, RT3 0FF A M F vy v anDBlfE L o 2% RS, KEEP 74 —J)L K
X7 27574 T7ALYy R 70y BRI L DD 6050 %/RF. PRIORITY 7 14 =)L RIZAL Y R
DEREEZRL, ZOMHEMN RMT PUSKTHHINS.

RMT PUTIZA Ly ROER, HIFR, H17, #ik, BEEOREEDZOICH-IZmazBMLZ. ALy
Rl =y MIZnsDfmerRiTINE L, BN UTAVY RF—TIWE2EEHMZ, 777147 A
Ly ROfilfEz175.

BATRRZ@EY, RMT PUTIZ8 DDAV TFFA M2 70y BN L TEITTHI N TES. L
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Table 1.1: e FfT1=y b OHE

TIF4TALY R 8

Fryvazl vy N 32

BEhREORE 256level

a7 v FH 8

[Fi B iy 47 A T2 4

[T 43 58 148 4

B YA X (GPR) # 32bit x 32entry x 8set (1set/thread)
B A — L VI AR 32bit x 64entry

FEVNEGILV YA X (FPR) 0 | 64bit x 8entry x 8set (Iset/thred)
RN ) 2 — L LY AXEL | 64bit x 64entry

NPUZNLUEDA LY R2FETTEHE, AaVTFFAMNAA v FRHETS, IV FFA MR v FIIBIEHE
TLTWVWABALY ROV TF AR AEVIZEHML, HIULKFETTEHIALY ROIVTFANEZAEY NS
BIRL T NIE R Snzd, A=~y RBRRELI LS.

RMT PUTIZI VT XA N ZKRMNT 27200EAF vy a2t v F vy TITHEL, VIYART 7L E
D% JEWNA (GPR:256bit, FPR:128bit) THfEL TWA., IV TFFAMFyy Y ald 320 YFF A
FEENTEZENTE, IVTFFAMAAYFEN=—RIZTIZED 4708y 75 A7 VTITS. 2tk
DAVTFHRANAA Y FIZhDNEL ="~y K& KIBIZHIES 5.

TIFATALY FOAVFFARF vy Y a~DBl, vy aAly RO akydHAADER, 7
7547 ALy ReFyyYaALy ROANEZIEZH-IEMUZ@aic kD, ALy Rilffla=y F2%7
5. Al v KNiilffla=y MIA LV v FOBdtmaXERas, ANBFAaaE2ZITN5 L, AHICAFLTY
Z3F vy VaALY ROT—TNVEKREL, IVTFFAMNF Yy Va2 778 ATE52007 RLAZERL
T, AVTFA T Yy Var2T7 o7 ART 5.

MRFITI=y MI@maFry a7 7R emBE1I=y bAO@MEFRITAT Y M T, EBREEZHW:
FEEITS.

1.4.2 HHEEIZ=vV b

MAEAE L=y POZREIGHRTI=Y PO RONTL 2B EEAT LI L THD. £ 1.2 1ZH%
HEI=y bOMEE, RIS ICEKEFEI=Y FZTXI2aYy 7V 7 MRFELBRWEED LA T VY (4
MYVPFR=Ya VAT = arnoT 4 ANy FIN, T—AWMEHAMREL R ETOIZRY 731 7)) %
Y. X 13FDvlen Z 7O IIDIELLEZRZ MVEEZEKL, £ 132 TRINERZ MLazy bH
DFHIL A RIZEDFEERITDZLNTESL, /2, ANTWHHIZEALTEEBEZRAALD L VA X TIEARAL
AEVTHY, =R HUNANSDT 7R RIXTER WD, L1 T U VIFEKL -,

RMT PUIRVHIR=Ya v ATF—vave VA—EN\v 772 HWT, 7V NI TH—XF457%2475. RMT
PUTIFEBEDAL Y RPUFNIETINT VWS, KEEHJIIEVWTAL Y FETHEAPRI 5. i
HA—w P TRIVIR=Va v ATF—avilbne, BEBIZLAHEZIT. VIFR=—YarvA5r—va
VTCIREHBIIBBERART Y RRZEA D E TaFIERRHEI NG, HEIZBRERART ¥ RHRE A\ ia D5
NHEEIC S &, RERBIIH L THELFEITINS. RMT PU TIREROGERETIREICR - 254,
VHR—Ya V2T —Yavid, {aaOBLEELZHAN, BEEOS VMR O BITEAERICKITTS. Th
WX OVEEEDOEVAL Y ROMAIZH LT, ZICHEERZE DY TS,

—J, SVFAFATUIHEDE SV T M) TILVEA LUETIZIZ L DF—Z 20 UEE L 2T i
S5\, BWEHEMERENERI NS, O XS R TIET — X OMFIEEFIH L CHEAEREE2 Sd 5 Z
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Table 1.2: fir iA1= b DR

TR A g 4 + 1 (Divider)

TP INBUR L 87 2 + 1 (Divider)

64bit FERBUHA & 1

AR POVER SR 1 (81U x 2unit)

FREYNIGARZ FVERE: | 1 (4FPU x 2unit)

D= k 2

ARV 7A=Y b 1

Ffla=y b 1

Table 1.3: i wHFE 1=y FDOL 1T ¥
R AR 1 cycle
BB (Divide) 3 cycle
FENBUR A 2 cycle
TFE/ NS EAR (Divide) 13 cycle
64bit FEHHE 2R 2 cycle
BB VRS [ vlen/8 |
BRI M OVER S (Divide) 6 + vlen
FEUNSUR AR Y SOV SR [ vlen/4 ]
FEINSUR AN 7 MOVEE SR (Divide) 3 + vlen x 13
AEVT A2z } (Load, Cache hit) | 8 cycle
AEVTZ7E2A2=v } (Load, SRAM) 22 cycle
AEYVT 7€ A2=v b (Load, SDRAM) | 35 cycle
AEYT 7A=Y I (Store) -
LIRTES.

RMT PUTIIRY MVEHBEEEZAWTWS, RXZ MUEBEIZEL D, dvnwaaAay b2EasIZEHRL,
VI MU TINERALUBIZE RIS NS @EWVEHBEMREEZFEH TS, £/, X MLVEBEZITI ALY FOHP
TOT T ML TRBRELINERT MILL Y ARDIESIZRR>TL 5. £Z T RMT PUTITEK, 28
INBUSHRIZ 512 Y RH BRI MVL I RRE, RZ MLVERL VARDIHBEDRK 2B EE L TA
Ly RIEIcHET L2212k, BEOAL Y RTERIRZERZ MVEEZAREL LTW5.

N7 MVEBEIIRBBGHE, FE/NGEEILZ 2 DDOEE A T I UBAFNTEMET B Z it kD, #HEK
DALY RTHFHLTARY bLVERZITI I ENTEDS. RERAS1 TS50 0%, BEEESAT514 T8
fifl, FEVNBUSEHE S T4V TAHDOEEREZR O I2X D, ERORY MVEZEZWHNICHET 5.
7z, TR IIVEEEAEERL, ERLU@mPE 1 MR TEITTHILITLD, XT MVEBEROMM
AEzm X, X7 MUVEHEOWREZ M ETETWS.

143 Fvyyaiaz=—wvh

Fyyviaazy bOREFGERITFI= Yy PhoEoNTL a7 oy FERE, figEfFa=y b
LELNTL BT —RAT7 7 AERZNMT I THD., R141ZFvyyvyaazy bOEEZRT.
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Table 1.4: Fvyyvaa1=y rDOE

TLBxT Y hY (@, 7—4X) 64 entry
FryvaA X (@%, T—X) | 32K byte
victim cache (#i4y, 7 —4X) 512 byte

Fryyaazz=y FMIMMU (Memory Management Unit) 2%, N— Rz 7 T7 NV AZHEITS /-
B, FEALY FIMIET FLAZHWT TR I I VI 2352 NRNTE 3,

MMU 3@ NBEC LD, K7 RVATEF Yy a2 7 72T 50T RLVATEFyy a2 7o
Y ATHNRES. K 121K ULZEY, RMT PUTIEMMU ¥ vy Y2 LD HEiICELN, Frvva
TR AERGTIFNIT RUAZEZITS., Lo TFryy v aldPH T RLAZHAWT T 72 AE N5, Fvv
VAT IR ADENIT RVAZMETS 120, F¥v a7 2R RAThhd LA Ty ohlingdsn, £79
DALY RDPRAVTFFARNASYFIZIDYOBL-HIGETEFYyw a2 7o v adT o 0ENRLRS.
¥z, HBOA LYy RTAEVHEBZEGT25A, (KT FVATEFYyy Y227 72 AT 5 LH—OYHE
AEVDT— ZABEHF vy ¥ 2 XS (synonym) HHEZ 255, YT RLAZHAWTF vy 247
TYXATBHILIZE D ZOREZRENT A LN TE S,

MMU 28135 TLB =¥ b VIR =V F S, YEHR-IVFSOMIZ, HHALV Yy NTHET L7720
OHEWR, IVFFANITN—TEESE2EETS. RMT PUIERK S8 DD AL v ROEET 5728, TLB
IURM)DIAENEGL BB IENEZONE. HEFEREHAVSEZLITLD, H#HEDOALV Y FTTLB TV
MY ZEAEL, HHTATLBOTZY MV BEHIRT 2N TES.

HEMRZHELZRIZ, FILVWAL Y F2HEAEBRRIGENT 2553V TFA NNV —THS2HW
3. TLB %% ET25E, IVTFANV—TEESEEBETHILICLD, IVTHFAMNIN—THSD
—HTHTY M) OHEERICHEOAL Y REBMTS. 22k, HiHd25 TLBOT Y b EHEHED
T TLB 2#65LT2Z LN TE 5.

FryYaldmaFryia, T—XF vy ¥ iz 8way D set-associative FR, 70w 7 ¥4 XL 32byte
T, Fyv a7l RN T4 4ENT WS, FryYaIARRI =56, AWz 570y 2
DOERFG1EIE LRU L BRENH L. BREEZILIZANMZ 270y 7 28 INT 28546, & 0ELEOKV
ALy RBPEHLTWS 7Ry 22 5icdFyy vazBOWHENE, 22k, BEEOEWALY RO
FyyvasuyrnBEntIhs Z L x[i<.

victim cache l&, Fv¥v a7 v DA IR WFyy Y azBOWHE N T Oy 7 %, full associative
FRTHER TS, FyvyvaIAZ2ELUEEGES, victim cache IZTF— XD ->TWiuE, TO70ov 7 %2F vy
VaAlRTILIZED., Frv T aIRTLIENHAAANDEKREZHS U, ATV T 72 ADBIL% kA X
5.

FYVAIAFBIZLONAZAUTCMIAERY 27 7 AT E5EICHEREZHWEGHIHZTS. A€
T2 AFF vy P ak b EELRD, HEGVVRRETE. 205G, IVELEEOEGVWAL Y RRALN
2AZBHLUTTRAEVIZT 22 AT 5.

1.5 Responsive Link

Responsive Link %, FHRV TV RA LEFEEZFEBRTH7-01Z, VI M) TIVEA Lilifg (F—2Y v 7)
EN—RUTIVERALBEIE ARV V) O, Ty MIEBREZMNIML / — MRS ERE AT Y
R AMEEEE Ty SOBEWEL, N7y N OESEENTL B & B RE REITIREE & B E U T EH R T [A]
B2 EHRE, /) — NEIELE 2R 2 Z e N TESWERII T/ y b OINEE % HIETEE, ~N—F
VrTIZkBTT—FTIE, WEHEEEZBNICAEARE, bKRoY—7 Y —, Hot-Plug&Play 5Dk~ 7 HE
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EEBT 5.
Responsive Link 3 E AN TI3IFHRAH Y 2 THEE (IPSI-TS 2003:0006) & U CTEE#ELINTE D, EEW
IZIETIX ISO/IEC JTC1 SC25 WG4 12 B W\ TREHELEEDfThI T W 5.



19

PIN assignments

PIN assignments of SRMTP is shown below.

Pin No. | Side Name Physical Cell IOPAD Type
In/Out Remarks
CORNER | LEFT CORNER_TL pnliocrnr NGPIO COR-
NER

1| LEFT hiz_pad_LINK_PAD_HIZ_GEN_3_link hiz._ | | NGPIO
input link _hiz_

2 | LEFT hiz_pad_LINK_PAD_HIZ_GEN_4_link hiz._| | NGPIO
input link hiz_

3 | LEFT vdd_vop_ngpio 17 | pul_vop | NGPIO

4 | LEFT ext_jopad0_data3l \ | NGPIO
inout bus_data

5 | LEFT vss_ges_ngpio-130 ‘ pnl_ges ‘ NGPIO

6 | LEFT ext_iopad0_data30 \ | NGPIO
inout bus_data

7 | LEFT ext_iopad0_data29 \ | NGPIO
inout bus_data

8 | LEFT vdd_vc_ngpio_114 ‘ pnl_vc ‘ NGPIO

9 | LEFT ext_iopad0_data28 \ | NGPIO
inout bus_data

10 | LEFT vss_go_ngpio_18 ‘ pnl_go ‘ NGPIO




20 % 2% PIN assignments
Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

11 | LEFT ext_iopad0_data27 \ | NGPIO
inout bus_data

12 | LEFT vss_ges_ngpio_129 ‘ pnl_gcs ‘ NGPIO

13 | LEFT ext_iopad0_data26 \ | NGPIO
inout bus_data

14 | LEFT ext_iopad0_data25 \ | NGPIO
inout bus_data

15 | LEFT vss_ges_ngpio_128 ‘ pnl_gecs ‘ NGPIO

16 | LEFT ext_iopad0_data24 \ | NGPIO
inout bus_data

17 | LEFT vdd_ve_ngpio 113 | pulve | NGPIO

18 | LEFT ext_iopad0_data23 \ | NGPIO
inout bus_data

19 | LEFT vss_go_ngpio_17 ‘ pnl_go ‘ NGPIO

20 | LEFT ext_iopad0_data22 \ | NGPIO
inout bus_data

21 | LEFT vss_ges_ngpio_127 | pnlgcs | NGPIO

22 | LEFT ext_iopad0_data2l ‘ ‘ NGPIO
inout bus_data

23 | LEFT ext_iopad0_data20 \ | NGPIO
inout bus_data

24 | LEFT vdd_vop_ngpio_16 | pulvop | NGPIO

25 | LEFT ext_iopad0_datal9 \ | NGPIO
inout bus_data

26 | LEFT vss_ges_ngpio_126 | pnlgcs | NGPIO

27 | LEFT ext_iopad0_datal8 \ | NGPIO
inout bus_data

28 | LEFT ext_iopad0_datal? \ | NGPIO
inout bus_data

29 | LEFT vdd_ve_ngpio_112 | pnlve | NGPIO

30 | LEFT ext_iopad0_datal6 \ | NGPIO

inout

bus_data




21

Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

31 | LEFT vss_ges_ngpio_125 ‘ pnl_gcs ‘ NGPIO

32 | LEFT ext_iopad0_datal5 \ | NGPIO
inout bus_data

33 | LEFT ext_iopad0_datal4 \ | NGPIO
inout bus_data

34 | LEFT ext_iopad0_datal3 \ | NGPIO
inout bus_data

35 | LEFT vdd_ve_ngpio 111 | pulve | NGPIO

36 | LEFT ext_iopad0_datal?2 \ | NGPIO
inout bus_data

37 | LEFT ext_iopad0_datall \ | NGPIO
inout bus_data

38 | LEFT ext_iopad0_datal0 \ | NGPIO
inout bus_data

39 | LEFT vss_ges_ngpio_124 ‘ pnl_ges ‘ NGPIO

40 | LEFT ext_iopad0_data9 \ | NGPIO
inout bus_data

41 | LEFT vss_go_ngpio_16 | pulgo | NGPIO

42 | LEFT ext_iopad(0_data8 ‘ ‘ NGPIO
inout bus_data

43 | LEFT ext_iopad0_data? \ | NGPIO
inout bus_data

44 | LEFT vss_ges_ngpio_123 ‘ pnl_ges ‘ NGPIO

45 | LEFT ext_iopad0_data6 \ | NGPIO
inout bus_data

46 | LEFT vdd_vop_ngpio_15 | pulvop | NGPIO

47 | LEFT ext_iopad0_data5 \ | NGPIO
inout bus_data

48 | LEFT ext_iopad0_datad \ | NGPIO
inout bus_data

49 | LEFT ext_iopad0_data3 \ | NGPIO
inout bus_data

50 | LEFT ext_iopad0_data2 \ | NGPIO

inout

bus_data




22 % 2% PIN assignments
Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

51 | LEFT ext_iopad0_datal \ | NGPIO
inout bus_data

52 | LEFT vss_ges_ngpio_122 ‘ pnl_gcs ‘ NGPIO

53 | LEFT ext_iopad0_data0 \ | NGPIO
inout bus_data

54 | LEFT vdd_ve_ngpio_110 | pulve | NGPIO

55 | LEFT hiz_pad_ebiu_hiz_ \ | NGPIO
input ebiu_hiz_

56 | LEFT vss_ges_ngpio_121 | pnlgcs | NGPIO

57 | LEFT ext_iopad0_data_dir \ | NGPIO
output bus_dir

58 | LEFT vdd_ve_ngpio_19 | pnlve | NGPIO

59 | LEFT ext_iopad0_ie \ | NGPIO
output bus_ie_

60 | LEFT ext_iopad0_oe \ | NGPIO
output bus_oe_

61 | LEFT ext_iopad0_addr31 \ | NGPIO
inout bus_addr

62 | LEFT vss_ges_ngpio_120 ‘ pnl_ges ‘ NGPIO

63 | LEFT ext_iopad0_addr30 \ | NGPIO
inout bus_addr

64 | LEFT vss_go_ngpio_15 ‘ pnl_go ‘ NGPIO

65 | LEFT ext_iopad0_addr29 \ | NGPIO
inout bus_addr

66 | LEFT vss_ges_ngpio_119 | pnlgcs | NGPIO

67 | LEFT ext_iopad0_addr28 \ | NGPIO
inout bus_addr

68 | LEFT vdd_vop_ngpio_l4 | pulvop | NGPIO

69 | LEFT ext_iopad0_addr27 \ | NGPIO
inout bus_addr

70 | LEFT vss_ges_ngpio_118 ‘ pnl_gecs ‘ NGPIO
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Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

71 | LEFT ext_iopad0_addr26 \ | NGPIO
inout bus_addr

72 | LEFT ext_iopad0_addr25 \ | NGPIO
inout bus_addr

73 | LEFT ext_iopad0_addr24 \ | NGPIO
inout bus_addr

74 | LEFT vdd_ve_ngpio_18 | pulve | NGPIO

75 | LEFT ext_iopad0_addr23 \ | NGPIO
inout bus_addr

76 | LEFT vss_ges_ngpio 117 | pnlgcs | NGPIO

77 | LEFT ext_iopad0_addr22 \ | NGPIO
inout bus_addr

78 | LEFT vdd_ve_ngpio 17 | pnlve | NGPIO

79 | LEFT ext_iopad0_addr21 \ | NGPIO
inout bus_addr

80 | LEFT vss_ges_ngpio_116 ‘ pnl_ges ‘ NGPIO

81 | LEFT ext_iopad0_addr20 \ | NGPIO
inout bus_addr

82 | LEFT ext_iopad0_addr19 \ | NGPIO
inout bus_addr

83 | LEFT ext_iopad0_addr18 \ | NGPIO
inout bus_addr

84 | LEFT ext_iopad0_addr17 \ | NGPIO
inout bus_addr

85 | LEFT ext_iopad0_addr16 \ | NGPIO
inout bus_addr

86 | LEFT vss_go_ngpio_l4 | pulgo | NGPIO

87 | LEFT ext_iopad0_addr15 \ | NGPIO
inout bus_addr

88 | LEFT ext_iopad0_addr14 \ | NGPIO
inout bus_addr

89 | LEFT ext_iopad0_addr13 \ | NGPIO
inout bus_addr

90 | LEFT vss_ges_ngpio_115 ‘ pnl_gecs ‘ NGPIO




24 % 2% PIN assignments
Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

91 | LEFT ext_iopad0_addr12 \ | NGPIO
inout bus_addr

92 | LEFT vdd_vop_ngpio_13 ‘ pnl_vop ‘ NGPIO

93 | LEFT ext_iopad0_addr11 \ | NGPIO
inout bus_addr

94 | LEFT vss_ges_ngpio_114 ‘ pnl_ges ‘ NGPIO

95 | LEFT ext_iopad0_addr10 \ | NGPIO
inout bus_addr

96 | LEFT ext_iopad0_addr9 \ | NGPIO
inout bus_addr

97 | LEFT ext_iopad0_addr8 \ | NGPIO
inout bus_addr

98 | LEFT vdd_ve_ngpio_16 | pnlve | NGPIO

99 | LEFT ext_iopad0_addr7 \ | NGPIO
inout bus_addr

100 | LEFT vss_ges_ngpio_113 ‘ pnl_ges ‘ NGPIO

101 | LEFT ext_iopad0_addr6 \ | NGPIO
inout bus_addr

102 | LEFT vdd_vc_ngpio_15 ‘ pnl_vc ‘ NGPIO

103 | LEFT ext_iopad0_addr5 \ | NGPIO
inout bus_addr

104 | LEFT vss_ges_ngpio_112 ‘ pnl_ges ‘ NGPIO

105 | LEFT ext_iopad0_addr4 \ | NGPIO
inout bus_addr

106 | LEFT vss_go_ngpio_13 | pulgo | NGPIO

107 | LEFT ext_iopad0_addr3 \ | NGPIO
inout bus_addr

108 | LEFT ext_iopad0_addr2 \ | NGPIO
inout bus_addr

109 | LEFT ext_iopad0_chip_select_7__cs ‘ ‘ NGPIO
output bus_cs_

110 | LEFT vss_ges_ngpio_111 ‘ pnl_gecs ‘ NGPIO
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Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

111 | LEFT ext_iopad0_chip_select_6__cs ‘ ‘ NGPIO
output bus_cs_

112 | LEFT ext_iopad0_chip_select_5__cs ‘ ‘ NGPIO
output bus_cs_

113 | LEFT ext_iopad0_chip_select_4__cs ‘ ‘ NGPIO
output bus_cs_

114 | LEFT vdd_vop_ngpio_12 | pulvop | NGPIO

115 | LEFT ext_iopad0_chip_select_3__cs \ | NGPIO
output bus_cs_

116 | LEFT vss_ges_ngpio_110 | pnlgcs | NGPIO

117 | LEFT ext_iopad0_chip_select_2__cs ‘ ‘ NGPIO
output bus_cs_

118 | LEFT vdd_vc_ngpio_l4 ‘ pnl_ve ‘ NGPIO

119 | LEFT ext_iopadO_chip_select_1__cs ‘ ‘ NGPIO
output bus_cs_

120 | LEFT ext_iopad0_chip_select_0__cs ‘ ‘ NGPIO
output bus_cs_

121 | LEFT ext_iopad0_as \ | NGPIO
inout bus_as_

122 | LEFT vss_ges_ngpio_19 ‘ pnl_ges ‘ NGPIO

123 | LEFT ext_iopad0_rw \ | NGPIO
inout bus_rw_

124 | LEFT ext_iopad0_be3 \ | NGPIO
inout bus_be_

125 | LEFT ext_iopad0_be2 \ | NGPIO
inout bus_be_

126 | LEFT vdd_ve_ngpio_13 | pul.ve | NGPIO

127 | LEFT ext_iopad0_bel ‘ ‘ NGPIO
inout bus_be_

128 | LEFT vss_ges_ngpio 18 ‘ pnl_gcs ‘ NGPIO

129 | LEFT ext_iopad0_be0 \ | NGPIO
inout bus_be_

130 | LEFT ext_iopad0_ready \ | NGPIO
inout bus_ready_




26 % 2% PIN assignments

Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

131 | LEFT vss_go_ngpio_12 | pulgo | NGPIO

132 | LEFT ext_iopadQ_err ‘ ‘ NGPIO
inout bus_err_

133 | LEFT ext_iopad0_burst1 \ | NGPIO
inout bus_burst

134 | LEFT vss_ges_ngpio_17 ‘ pnl_ges ‘ NGPIO

135 | LEFT ext_iopad0_burst0 \ | NGPIO
inout bus_burst

136 | LEFT vdd_vop_ngpio_l1 | pulvop | NGPIO

137 | LEFT ext_iopad0_br_ackl \ | NGPIO
inout bus_br_ack

138 | LEFT ext_iopad0_br_ack0 \ | NGPIO
inout bus_br_ack

139 | LEFT ext_iopad0_dma_req_3__dreq ‘ ‘ NGPIO
input bus_dreq_

140 | LEFT vss_ges_ngpio_16 ‘ pnl_ges ‘ NGPIO

141 | LEFT ext_iopad0_dma_req_2__dreq \ | NGPIO
input bus_dreq-

142 | LEFT ext_iopad0_dma_req_1__dreq ‘ ‘ NGPIO
input bus_dreq-

143 | LEFT ext_iopad0_dma_req_0__dreq ‘ ‘ NGPIO
input bus_dreq-

144 | LEFT vdd_ve_ngpio_12 | pulve | NGPIO

145 | LEFT ext_iopad0_dack3 \ | NGPIO
output bus_dack_

146 | LEFT vss_ges_ngpio_15 | pnlgcs | NGPIO

147 | LEFT ext_iopad0_dack2 ‘ ‘ NGPIO
output bus_dack_

148 | LEFT ext_iopad0_dack1 \ | NGPIO
output bus_dack_

149 | LEFT vdd_ve_ngpio_11 | pnlve | NGPIO

150 | LEFT ext_iopad0_dack0 \ | NGPIO
output bus_dack_
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Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

151 | LEFT ext_iopad0_bus_req_3__req ‘ ‘ NGPIO
input bus_req-

152 | LEFT ext_iopad0_bus_req_2__req ‘ ‘ NGPIO
input bus_req-

153 | LEFT ext_iopad0_bus_req_1__req ‘ ‘ NGPIO
input bus_req-

154 | LEFT vss_ges_ngpio_14 ‘ pnl_ges ‘ NGPIO

155 | LEFT ext_iopad0_bus_req_0_req \ | NGPIO
input bus_req_

156 | LEFT vss_go_ngpio_l1 | pulgo | NGPIO

157 | LEFT ext_iopad0_bgrnt_3__grant ‘ ‘ NGPIO
output bus_grant_

158 | LEFT ext_iopad0_bgrnt_2__grant ‘ ‘ NGPIO
output bus_grant_

159 | LEFT ext_iopad0_bgrnt_1__grant ‘ ‘ NGPIO
output bus_grant_

160 | LEFT ext_iopad0_bgrnt_0__grant ‘ ‘ NGPIO
output bus_grant_

161 | LEFT vss_ges_ngpio_13 | pnlgcs | NGPIO

162 | LEFT pnl_filler_4g_10 | pulfiller 4g | FILLER

163 | LEFT pnl_filler_2g_10 | pnlfiller 2g | FILLER

164 | LEFT vdd_vop_ngpio_10 | pulvop | NGPIO

165 | LEFT ext_iopad0_birq_3_irq \ | NGPIO
input bus_irq

166 | LEFT ext_iopad0_birq_2_irq \ | NGPIO
input bus_irq

167 | LEFT vss_gcs_ngpio_12 ‘ pnl_gcs ‘ NGPIO

168 | LEFT ext_iopad0_birq_1__irq ‘ ‘ NGPIO
input bus_irq

169 | LEFT ext_iopad0_birq_0_irq \ | NGPIO
input bus_irq

170 | LEFT vdd_ve_ngpio_10 | pulve | NGPIO




28 % 2% PIN assignments
Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type
In/Out Remarks
171 | LEFT ext_iopad0_cs_toggle_ \ | NGPIO
input bus_cs_toggle_
172 | LEFT ext_iopad0_auto_rdy_en ‘ ‘ NGPIO
input bus_auto_ready_en_
173 | LEFT ext_iopad0_flash_byte \ | NGPIO
output flash_byte_
174 | LEFT vss_ges_ngpio_11 ‘ pnl_ges ‘ NGPIO
175 | LEFT ext_iopad0_bit16 \ | NGPIO
input bus_16_
176 | LEFT ext_iopad0_bit8 \ | NGPIO
input bus_8_
177 | LEFT vss_ges_ngpio_10 | pnlgcs | NGPIO
178 | LEFT ext_iopad0_FLASH_RDY_.0_flashrdy_ | | NGPIO
input flash_ready_
179 | LEFT ext_iopad)_FLASHRDY __1_flashxdy_ | | NGPIO
input flash_ready_
180 | LEFT ext_iopad0_clk_out \ | NGPIO
output ext_clk_out
181 | LEFT vss_go_ngpio_l0 | pulgo | NGPIO
182 | LEFT pnl_filler_16g_10 | pulfiller_16g | FILLER
183 | LEFT pnl_filler_8g_10 | pnlfiller 8g | FILLER
184 | LEFT pnl_filler_4g_dummy DUMMY (delea
for DRC)
185 | LEFT pnl_filler_std2sst]_bkp_10 | pulfiller std2sstl | BREAKER
186 | LEFT vss_go_bkp 15 | pulgo | NGPIO BKP
187 | LEFT rtc_pad_rtc_clk_i ‘ ‘ NGPIO BKP
input rte_clk
188 | LEFT vss_ges_bkp_116 | pnlgcs | NGPIO BKP
189 | LEFT rtc_pad_rtc_hold_i_ \ | NGPIO BKP
input rtc_hold_
190 | LEFT rtc_pad_rtc_reset_i_ \ | NGPIO BKP

input

rtc_reset_

ted
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Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type
In/Out Remarks
191 | LEFT pp-iopad0_ PWMIN _5_pwm_in_pad \ | NGPIO BKP
input pp-pwm_in
192 | LEFT vdd_ve_bkp_18 | pulve | NGPIO BKP
193 | LEFT pp-iopad0_ PWMIN _4__pwm_in_pad \ | NGPIO BKP
input pPpP-pwm_in
194 | LEFT vss_ges_bkp_115 | pnlgcs | NGPIO BKP
195 | LEFT pp-iopad0_ PWMIN _3__pwm_in_pad \ | NGPIO BKP
input pp-pwm_in
196 | LEFT pp-iopad0_ PWMIN _2__pwm_in_pad \ | NGPIO BKP
input pPp-pwm_in
197 | LEFT pp-iopad0_ PWMIN_1__pwm_in_pad \ | NGPIO BKP
input pPp-pwm_in
198 | LEFT vdd_ve_bkp_17 | pnlve | NGPIO BKP
199 | LEFT pp-iopad0_PWMIN_0__pwm_in_pad \ | NGPIO BKP
input pPp_pwm_in
200 | LEFT vss_ges_bkp_114 ‘ pnl_ges ‘ NGPIO BKP
201 | LEFT pp-iopad0_ PWM_11_pwm_out_pad \ | NGPIO BKP
output pPp-pwm_out
202 | LEFT vdd_vop_bkp_14 | pulvop | NGPIO BKP
203 | LEFT pp-iopad0_PWM_10__pwm_out_pad \ | NGPIO BKP
output pPp-pwin_out
204 | LEFT pp-iopad0_ PWM_9__pwm_out_pad \ | NGPIO BKP
output pPp-pwimn_out
205 | LEFT pp-iopad0_PWM_8__pwm_out_pad \ | NGPIO BKP
output pPp-pwm_out
206 | LEFT vss_ges_bkp_113 | pnlgcs | NGPIO BKP
207 | LEFT pp-iopad0_ PWM_7__pwm_out_pad ‘ ‘ NGPIO BKP
output pPp-pwin_out
208 | LEFT vss_go_bkp_l4 | pulgo | NGPIO BKP
209 | LEFT pp-iopad0_ PWM_6__pwm_out_pad \ | NGPIO BKP
output Pp-pwin_out
210 | LEFT hiz_pad_pwmout_hiz_ \ | NGPIO BKP

input

pwmout_hiz_




30 % 2% PIN assignments
Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

211 | LEFT pp-iopad0_ PWM_5__pwm_out_pad ‘ ‘ NGPIO BKP
output pPp-pwm_out

212 | LEFT vss_ges_bkp_112 | pulgcs | NGPIO BKP

213 | LEFT pp-iopad0_ PWM_4__pwm_out_pad \ | NGPIO BKP
output pPp-pwin_out

214 | LEFT pp-iopad0_ PWM_3__pwm_out_pad \ | NGPIO BKP
output Pp-pwim_out

215 | LEFT pp-iopad0_ PWM_2__pwm_out_pad \ | NGPIO BKP
output Pp-pwm_out

216 | LEFT vdd_ve_bkp_16 | pul.ve | NGPIO BKP

217 | LEFT pp-iopad0_ PWM_1__pwm_out_pad ‘ ‘ NGPIO BKP
output pPp-pwin_out

218 | LEFT vss_ges_bkp 111 | pnl_ges | NGPIO BKP

219 | LEFT pp-iopad0_ PWM_0__pwm_out_pad \ | NGPIO BKP
output Pp-pwim_out

220 | LEFT pp-iopad0_ PLSCNT_5__pz_pad \ | NGPIO BKP
input PpP-PZ

221 | LEFT pp-iopad0_PLSCNT_5__pb_pad \ | NGPIO BKP
input pp-pb

222 | LEFT vdd_ve_bkp_15 | pulve | NGPIO BKP

223 | LEFT vss_ges_bkp_110 | pnl_ges | NGPIO BKP

224 | LEFT pp-iopad0_PLSCNT_5__pa_pad \ | NGPIO BKP
input pPp-pa

225 | LEFT vdd_vop_bkp_13 | pulvop | NGPIO BKP

226 | LEFT pp-iopad0_ PLSCNT _4__pz_pad \ | NGPIO BKP
input PP-PZ

227 | LEFT vss_ges_bkp_19 | pnlgcs | NGPIO BKP

298 | LEFT pp-iopad0_PLSCNT _4_pb_pad \ | NGPIO BKP
input pp-pb

229 | LEFT pp-iopad0_PLSCNT_4__pa_pad \ | NGPIO BKP
input pPp-pa

230 | LEFT vss_go_bkp_13 | pulgo | NGPIO BKP
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Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type
In/Out Remarks
231 | LEFT pp_iopad0_PLSCNT_3__pz_pad \ | NGPIO BKP
input PP-PZ
9232 | LEFT pp-iopad0_PLSCNT_3_pb_pad \ | NGPIO BKP
input pp-pb
233 | LEFT vss_ges_bkp_18 | pnlgcs | NGPIO BKP
234 | LEFT pp-iopad0_PLSCNT_3__pa_pad \ | NGPIO BKP
input pPp-pa
235 | LEFT vdd_ve_bkp_14 | pulve | NGPIO BKP
236 | LEFT pp_iopad0_PLSCNT_2__pz_pad \ | NGPIO BKP
input PP-PZ
237 | LEFT pp_iopad0_PLSCNT_2__pb_pad \ | NGPIO BKP
input pp-pb
238 | LEFT vss_ges_bkp 17 | pnl_ges | NGPIO BKP
239 | LEFT pp-iopad0_PLSCNT_2__pa_pad \ | NGPIO BKP
input pPp-pa
240 | LEFT pp-iopad0_ PLSCNT_1__pz_pad \ | NGPIO BKP
input PpP-PZ
241 | LEFT pp-iopad0_ PLSCNT_1__pb_pad \ | NGPIO BKP
input pp-pb
242 | LEFT vdd_ve_bkp_13 | pulve | NGPIO BKP
243 | LEFT pp-iopad0_PLSCNT_1__pa_pad \ | NGPIO BKP
input pPpP-pa
244 | LEFT vss_ges_bkp_16 | pnlgcs | NGPIO BKP
245 | LEFT pp-iopad0_PLSCNT_0__pz_pad \ | NGPIO BKP
input PP-PZ
246 | LEFT pp-iopad0_PLSCNT_0__pb_pad \ | NGPIO BKP
input pp-pb
247 | LEFT pp_iopad0_PLSCNT_0__pa_pad \ | NGPIO BKP
input pPpP-pa
9248 | LEFT vdd_vop_bkp_12 | pulvop | NGPIO BKP
249 | LEFT clk_iopad0_EM_7__em _reset_in_pad \ | NGPIO BKP
input em_reset
250 | LEFT vss_ges_bkp_15 | pnlgcs | NGPIO BKP




32 % 2% PIN assignments
Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type
In/Out Remarks
251 | LEFT clk_iopad0_EM_6__em _reset_in_pad \ | NGPIO BKP
input em_reset
252 | LEFT vss_go_bkp_12 | pulgo | NGPIO BKP
253 | LEFT clk_iopad0_EM_5__em _reset_in_pad \ | NGPIO BKP
input em_reset
254 | LEFT clk_iopad0_EM_4__em _reset_in_pad \ | NGPIO BKP
input em_reset
255 | LEFT vss_ges_bkp_14 ‘ pnl_gecs ‘ NGPIO BKP
256 | LEFT vdd_ve_bkp_12 | pul.ve | NGPIO BKP
257 | LEFT clk_iopad0_EM_3__em _reset_in_pad \ | NGPIO BKP
input em_reset
258 | LEFT vss_ges_bkp_13 | pnl_ges | NGPIO BKP
259 | LEFT clk_iopad0_EM_2__em _reset_in_pad \ | NGPIO BKP
input em_reset
260 | LEFT vdd_ve_bkp_11 | pul.ve | NGPIO BKP
261 | LEFT clk_iopad0_EM_1__em reset_in_pad \ | NGPIO BKP
input em_reset
262 | LEFT clk_iopad0_EM_0__em _reset_in_pad \ | NGPIO BKP
input em_reset
263 | LEFT vss_ges_bkp_12 | pnl_ges | NGPIO BKP
264 | LEFT clk_iopad0_clk_outer \ | NGPIO BKP
output clk_outer_p,n
265 | LEFT vss_ges_bkp_l1 | pnlgcs | NGPIO BKP
266 | LEFT hiz_pad_clk_hiz_ \ | NGPIO BKP
input clk_hiz_
267 | LEFT vdd_vop_bkp_11 | pulvop | NGPIO BKP
268 | LEFT clk_iopadO_reset_outer ‘ ‘ NGPIO BKP
output reset_outer_
269 | LEFT vdd_ve_bkp_10 | pnlve | NGPIO BKP
270 | LEFT clk_iopad0_reset_in \ | NGPIO BKP

input

reset_in_
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Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

271 | LEFT vss_ges_bkp_10 | pnlgcs | NGPIO BKP

272 | LEFT clk_iopad0_clk _sel iopad \ | NGPIO BKP
input clk_sel

273 | LEFT vss_go_bkp_11 ‘ pnl_go ‘ NGPIO BKP

274 | LEFT clk_iopad0_clk _reset \ | NGPIO BKP
input clk_reset_

275 | LEFT clk_iopad0_F0 \ | NGPIO BKP
input F

276 | LEFT clk_iopad0_F1 \ | NGPIO BKP
input F

277 | LEFT clk_iopad0_F2 \ | NGPIO BKP
input F

278 | LEFT clk_iopad0_F3 \ | NGPIO BKP
input F

279 | LEFT clk_iopad0_F4 \ | NGPIO BKP
input F

280 | LEFT clk_iopad0_F5 \ | NGPIO BKP
input F

281 | LEFT clk_iopad0_FIN \ | NGPIO BKP
input FIN

282 | LEFT vdd_vop_bkp_10 ‘ pnl_vop ‘ NGPIO BKP

283 | LEFT clk_iopad0_BP \ | NGPIO BKP
input BP

284 | LEFT clk_iopad0_RO \ | NGPIO BKP
input R

285 | LEFT clk_iopad0_R1 \ | NGPIO BKP
input R

286 | LEFT clk_iopad0_R2 \ | NGPIO BKP
input R

287 | LEFT clk_iopad0_R3 \ | NGPIO BKP
input R

9288 | LEFT clk_iopad0_OEB \ | NGPIO BKP
input OEB

289 | LEFT vss_go_bkp_10 | pulgo | NGPIO BKP

290 | LEFT clk_iopad0_OD \ | NGPIO BKP

input

OD




34 % 2% PIN assignments
Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type
In/Out Remarks
291 | LEFT clk_iopad0_PD \ | NGPIO BKP
input PD
292 | LEFT pnl_filler_std2sstl_bkp_11 pul filler_std2sstl | NGPIO BKP
BREAKER
293 | LEFT clk_iopad0_ PRCUT2P1 PRCUT2P PLL Analog
Breaker
294 | LEFT clk_iopad0_PVSS2P | PVSS2P | PLL Analog
295 | LEFT clk_iopad0_PVDD2P | PVDD2P | PLL Analog
296 | LEFT clk_iopad0_PVDD1P1 | PVDD1P | PLL Analog
297 | LEFT clk_iopad0_PVDD1P0 | PVDD1P | PLL Analog
298 | LEFT clk_iopad0_PVSS1PCO | PVSSIPC | PLL Analog
299 | LEFT clk_iopad0_PVSS1P1 | PVSSIP | PLL Analog
300 | LEFT clk_iopad0_PVSS1P0 | PVSSIP | PLL Analog
301 | LEFT clk_iopad0_PVDD1PC0 | PVDD1PC | PLL Analog
302 | LEFT clk_iopad0_ PRCUT2P0 PRCUT2P PLL Analog
Breaker
CORNER | BOTTOM | CORNER_BL PCORNERDGZ | PLL Analog
Corner
BREAKER | BOTTOM | pnl filler_std2sstl_b0 pnl_filler_std2sstl | NGPIO
Breaker
303 | BOTTOM | uart_iopad0_uart3_ded_pad \ | NGPIO
input uart3_dcd_pad_in
304 | BOTTOM | uart_iopadO_uart3_srx_pad ‘ ‘ NGPIO
input uart3_srx_pad-in
305 | BOTTOM | uart_iopad0_uart3_stx_pad ‘ ‘ NGPIO
output uart3_stx_pad-out
306 | BOTTOM | uart-iopad0_uart3_dtr_pad ‘ ‘ NGPIO
output uart3_dtr_pad_out
307 | BOTTOM | vss_go_ngpio_b6 | pulgo | NGPIO
308 | BOTTOM | hiz_pad_UART_PAD_HIZ GEN_3_uart_hiz| | NGPIO

input

uart_hiz_
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Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

309 | BOTTOM | uart_iopad0_uart3_dsr_pad \ | NGPIO
input uart3_dsr_pad_in

310 | BOTTOM | uart_iopad0O_uart3_rts_pad ‘ ‘ NGPIO
output uart3_rts_pad_out

311 | BOTTOM | uart_iopadO_uart3_cts_pad ‘ ‘ NGPIO
input uart3_cts_pad_in

312 | BOTTOM | vdd_vop_ngpio_b5 ‘ pnl_vop ‘ NGPIO

313 | BOTTOM | uart_iopadO_uart3_ri_pad ‘ ‘ NGPIO
input uart3_ri_pad_in

314 | BOTTOM | uart_iopad0_uart2_ded_pad \ | NGPIO
input uart2_dcd_pad_in

315 | BOTTOM | uart_iopad0O_uart2_srx_pad ‘ ‘ NGPIO
input uart2_srx_pad_in

316 | BOTTOM | uart_iopadO_uart2_stx_pad ‘ ‘ NGPIO
output uart2_stx_pad_out

317 | BOTTOM | vss_go_ngpio_b5 ‘ pnl_go ‘ NGPIO

318 | BOTTOM | uart_iopadO_uart2_dtr_pad ‘ ‘ NGPIO
output uart2_dtr_pad_out

319 | BOTTOM | hiz_pad UART_PAD_HIZ GEN_2_uart_hiz| | NGPIO
input uart_hiz_

320 | BOTTOM | uart_iopadO_uart2_dsr_pad ‘ ‘ NGPIO
input uart2_dsr_pad_in

321 | BOTTOM | uart_iopadO_uart2_rts_pad ‘ ‘ NGPIO
output uart2_rts_pad_out

322 | BOTTOM | vdd_vop_ngpio_b4 | pulvop | NGPIO

323 | BOTTOM | uart_iopadO_uart2_cts_pad ‘ ‘ NGPIO
input uart2_cts_pad_in

324 | BOTTOM | uart_iopad0_uart2_ri_pad \ | NGPIO
input uart2_ri_pad_in

325 | BOTTOM | uart_iopadO_uartl_dcd_pad ‘ ‘ NGPIO
input uartl_ded_pad_in

326 | BOTTOM | uart_iopadO_uartl_srx_pad ‘ ‘ NGPIO
input uart1l_srx_pad_in

327 | BOTTOM | vss_ges_ngpio_bl6 ‘ pnl_ges ‘ NGPIO

328 | BOTTOM | uart_iopadO_uartl_stx_pad ‘ ‘ NGPIO

output

uartl_stx_pad_out




36 % 2% PIN assignments
Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

329 | BOTTOM | vdd_vengpio_b10 | pul.ve | NGPIO

330 | BOTTOM | uart_iopadO_uartl_dtr_pad ‘ ‘ NGPIO
output uart1l_dtr_pad_out

331 | BOTTOM | vss_gcs_ngpio_blb ‘ pnl_gcs ‘ NGPIO

332 | BOTTOM | hiz_pad UART_PAD_HIZ GEN_1_uart_hiz| | NGPIO
input uart_hiz_

333 | BOTTOM | vdd_ve_ngpio_b9 | pulve | NGPIO

334 | BOTTOM | uart_iopad0_uart1_dsr_pad \ | NGPIO
input uart1_dsr_pad_in

335 | BOTTOM | uart_iopadO_uartl_rts_pad ‘ ‘ NGPIO
output uart1l_rts_pad_out

336 | BOTTOM | vss_gcs_ngpio_bl4 ‘ pnl_gcs ‘ NGPIO

337 | BOTTOM | uart_iopadO_uartl_cts_pad ‘ ‘ NGPIO
input uartl_cts_pad_in

338 | BOTTOM | uart_iopadO_uartl_ri_pad ‘ ‘ NGPIO
input uartl_ri_pad_in

339 | BOTTOM | vss_go_ngpio_b4 | pulgo | NGPIO

340 | BOTTOM | uart_iopad0O_uartO_dcd_pad ‘ ‘ NGPIO
input uart0_dcd_pad_in

341 | BOTTOM | vss_gcs_ngpio_bl3 ‘ pnl_gcs ‘ NGPIO

342 | BOTTOM | uart_iopad0_uartO_srx_pad ‘ ‘ NGPIO
input uart0_srx_pad_in

343 | BOTTOM | vdd_vop_ngpio_b3 | pulvop | NGPIO

344 | BOTTOM | uart_iopad0_uart0_stx_pad \ | NGPIO
output uartO_stx_pad_out

345 | BOTTOM | vss_gcs_ngpio_bl2 ‘ pnl_gcs ‘ NGPIO

346 | BOTTOM | uart_iopadO_uartO_dtr_pad ‘ ‘ NGPIO
output uart0_dtr_pad_out

347 | BOTTOM | vdd_ve_ngpio_b8 | pnlve | NGPIO

348 | BOTTOM | hiz_pad UART_PAD _HIZ GEN_0_uart_hiz| | NGPIO

input

uart_hiz_
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Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

349 | BOTTOM | uart_iopad0_uart0_dsr_pad \ | NGPIO
input uartO_dsr_pad_in

350 | BOTTOM | uart_iopad0O_uartO_rts_pad ‘ ‘ NGPIO
output uartO_rts_pad_out

351 | BOTTOM | vss_gcs_ngpio_bll ‘ pnl_gcs ‘ NGPIO

352 | BOTTOM | uart_iopadO_uartO_cts_pad ‘ ‘ NGPIO
input uart0_cts_pad_in

353 | BOTTOM | vdd_vengpio b7 | pulve | NGPIO

354 | BOTTOM | uart_iopad0_uart0_ri_pad \ | NGPIO
input uart0_ri_pad_in

355 | BOTTOM | vss_gcs_ngpio_bl0 ‘ pnl_gcs ‘ NGPIO

356 | BOTTOM | spi_padl_spi_miso_i ‘ ‘ NGPIO
input spi_misol

357 | BOTTOM | vss_go_ngpio_b3 ‘ pnl_go ‘ NGPIO

358 | BOTTOM | spi_padl_spi_mosi_o ‘ ‘ NGPIO
output spi_mosil

359 | BOTTOM | spi_padl_spi_sck.o \ | NGPIO
output spi_sckl

360 | BOTTOM | vss_gcs_ngpio_b9 ‘ pnl_gcs ‘ NGPIO

361 | BOTTOM | hiz_pad SPI.PAD_HIZ GEN_1_spihiz. | | NGPIO
input spi_hiz_

362 | BOTTOM | spi-padl_spi-ss_3_o_ ‘ ‘ NGPIO
output spi_ssl_

363 | BOTTOM | vdd_vop_ngpio_b2 | pulvop | NGPIO

364 | BOTTOM | spi_padl_spiss.2.o_ \ | NGPIO
output spi_ssl_

365 | BOTTOM | vss_gcs_ngpio_b8 ‘ pnl_gcs ‘ NGPIO

366 | BOTTOM | spi_padl_spi_ss_1_o_ ‘ ‘ NGPIO
output spi_ssl_

367 | BOTTOM | vdd_ve_ngpio_b6 | pnlve | NGPIO

368 | BOTTOM | spi_padl_spi_ss.0_o_ \ | NGPIO

output

spi_ssl_




38 % 2% PIN assignments

Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

369 | BOTTOM | vss_gcs_ngpio_b7 ‘ pnl_gcs ‘ NGPIO

370 | BOTTOM | spi_pad0_spi_miso_i \ | NGPIO
input spi-miso0

371 | BOTTOM | vdd_ve_ngpio_b5 | pulve | NGPIO

372 | BOTTOM | spi-padO_spi_mosi-o ‘ ‘ NGPIO
output spi_mosi(

373 | BOTTOM | spi_pad0_spi_sck.o \ | NGPIO
output spi_sckO

374 | BOTTOM | hiz_pad SPIPAD HIZ GEN_0_spi hiz. | | NGPIO
input spi_hiz_

375 | BOTTOM | vss_gcs_ngpio_b6 ‘ pnl_gcs ‘ NGPIO

376 | BOTTOM | spi_padO_spi_ss_3.o_ ‘ ‘ NGPIO
output spi-ssO_

377 | BOTTOM | vss_go_ngpio_b2 ‘ pnl_go ‘ NGPIO

378 | BOTTOM | spi_pad0_spi_ss_2.o_ \ | NGPIO
output spi_ssO_

379 | BOTTOM | vdd_vengpio b4 | pul.ve | NGPIO

380 | BOTTOM | spi_padO_spi_ss_1_o_ ‘ ‘ NGPIO
output spi_ss0_

381 | BOTTOM | vdd_vop_ngpio_bl | pnlvop | NGPIO

382 | BOTTOM | spi-padO_spi-ss_0_o_ ‘ ‘ NGPIO
output spi_ssO_

383 | BOTTOM | vss_gcs_ngpio_bb ‘ pnl_gecs ‘ NGPIO

384 | BOTTOM | oce_pad_oce_reload_o_ ‘ ‘ NGPIO
output oce_reload._

385 | BOTTOM | oce_pad_oce_ss_i_ ‘ ‘ NGPIO
input oce_ss_

386 | BOTTOM | hiz_pad_oce_hiz_ \ | NGPIO
input oce_hiz_

387 | BOTTOM | vdd_ve_ngpio_b3 | pnlve | NGPIO

388 | BOTTOM | oce_pad_oce_sck_i \ | NGPIO
input oce_sck
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Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

389 | BOTTOM | vss_ges_ngpio_bd | pnlgcs | NGPIO

390 | BOTTOM | oce_pad_oce_miso_o ‘ ‘ NGPIO
output oce_miso

391 | BOTTOM | vdd_ve_ngpio_b2 | pulve | NGPIO

392 | BOTTOM | oce_pad-oce_mosi_i ‘ ‘ NGPIO
input oce_mosi

393 | BOTTOM | vss_gcs_ngpio_b3 ‘ pnl_gecs ‘ NGPIO

394 | BOTTOM | i2c_pad.i2c_sda_pad \ | NGPIO
inout i2c_sda

395 | BOTTOM | vss_gongpio_bl ‘ pnl_go ‘ NGPIO

396 | BOTTOM | hiz_pad_i2c_hiz_ \ | NGPIO
input i2c_hiz_

397 | BOTTOM | i2c_pad_i2c_scl_pad \ | NGPIO
inout i2c_scl

398 | BOTTOM | clk_iopad0_pll_fin_sel iopad \ | NGPIO
input pll_fin_sel

399 | BOTTOM | vss_ges_ngpio_b2 | pnlgcs | NGPIO

400 | BOTTOM | clk_iopad0_lvds_fout_sel_iopad ‘ ‘ NGPIO
input Ivds_fout_sel

401 | BOTTOM | vdd_vop_ngpio_b0 | pnlvop | NGPIO

402 | BOTTOM | pio_pad_pio_data_7_io \ | NGPIO
inout pio_data

403 | BOTTOM | pio_pad_pio_data_6_io \ | NGPIO
inout pio_data

404 | BOTTOM | pio_pad_pio_data_5_io \ | NGPIO
inout pio_data

405 | BOTTOM | vdd_vengpio_bl | pulve | NGPIO

406 | BOTTOM | hiz_pad_pio_hiz_ \ | NGPIO
inout pio_hiz_

407 | BOTTOM | pio_pad_pio_data_4_io \ | NGPIO
inout pio_data

408 | BOTTOM | pio_pad_pio_data_3_io \ | NGPIO
inout pio_data




40 % 2% PIN assignments

Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

409 | BOTTOM | vss_ges_ngpio_bl | pnlgcs | NGPIO

410 | BOTTOM | pio_pad_pio_data_2_io ‘ ‘ NGPIO
inout pio_data

411 | BOTTOM | pio_pad_pio_data_l_io \ | NGPIO
inout pio_data

412 | BOTTOM | vdd_ve_ngpio_b0 | pulve | NGPIO

413 | BOTTOM | pio_pad_pio_data_0_io \ | NGPIO
inout pio_data

414 | BOTTOM | vss_gcs_ngpio_b0 ‘ pnl_gcs ‘ NGPIO

415 | BOTTOM | hiz_pad_sdram _hiz_ \ | NGPIO
input sdram_hiz_

416 | BOTTOM | hiz_pad_link sdram_hiz_ \ | NGPIO
input link_sdram_hiz_

417 | BOTTOM | hiz_pad_soft_hiz_en_ \ | NGPIO
input soft_hiz_en_

418 | BOTTOM | vss_go_ngpio_b0 ‘ pnl_go ‘ NGPIO

419 | BOTTOM | pnl filler std2sstl_bl | pnlfiller std2sstl | BREAKER

420 | BOTTOM | pnlfiller_sstl 16g_b0 | pulfiller sstl 165 | FILLER

421 | BOTTOM | pnlfiller_sstl 8g_b0 | pnlfillersstl.8g | FILLER

422 | BOTTOM | pnlfiller_sstl 4g_b0 | pulfillersstl4g | FILLER

423 | BOTTOM | vss_go_sstl_-b12 ‘ pnl_sstl_go ‘ SSTL

424 | BOTTOM | sdram_iopad0_DQ_143_dq \ | SSTL
inout sdram_dq

425 | BOTTOM | sdram_iopad0_-DQ_142_dq ‘ ‘ SSTL
inout sdram_dq

426 | BOTTOM | vss_gcs_sstl_b26 ‘ pnl_sstl_gcs ‘ SSTL

427 | BOTTOM | sdram_iopad0_DQ_141_dq \ | SSTL
inout sdram_dq

428 | BOTTOM | sdram_iopad0_DQ_140_dq \ | SSTL
inout sdram_dq
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Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

429 | BOTTOM | vdd_vqsstl_b12 | pnlsstlvq | SSTL

430 | BOTTOM | sdram_iopad0_DQ_139_dq \ | SSTL
inout sdram_dq

431 | BOTTOM | vss_gcs_sstl_b25 ‘ pnl_sstl_gcs ‘ SSTL

432 | BOTTOM | sdram_iopad0_DQ_138_dq \ | SSTL
inout sdram_dq

433 | BOTTOM | vdd_ve_sstl b12 | pnlsstlve | SSTL

434 | BOTTOM | sdram_iopad0_DQ_137_dq \ | SSTL
inout sdram_dq

435 | BOTTOM | vss_gcs_sstl_b24 ‘ pnl_sstl_gcs ‘ SSTL

436 | BOTTOM | sdram_iopad0_DQ_136_dq \ | SSTL
inout sdram_dq

437 | BOTTOM | sdram_iopad0_.DQM_17_dqm \ | SSTL
output sdram_dqm

438 | BOTTOM | sdram_iopad0_DQS_17_dqs \ | SSTL
inout sdram_dgs

439 | BOTTOM | vss_go_sstlbl1 | pnlsstl_go | SSTL

440 | BOTTOM | sdram_iopad0_DQ_135_dq \ | SSTL
inout sdram_dq

441 | BOTTOM | sdram_iopad0_DQ_134_dq \ | SSTL
inout sdram_dq

442 | BOTTOM | vss_gcs_sstl_b23 ‘ pnl_sstl_gcs ‘ SSTL

443 | BOTTOM | sdram_iopad0_DQ_133_.dq \ | SSTL
inout sdram_dq

444 | BOTTOM | vdd_vq.sstl.bl1 | pnlsstlvq | SSTL

445 | BOTTOM | sdram_iopad0_DQ_132_dq \ | SSTL
inout sdram_dq

446 | BOTTOM | vss_gcs_sstl_b22 ‘ pnl_sstl_gcs ‘ SSTL

447 | BOTTOM | sdram_iopad0_DQ_131_dq \ | SSTL
inout sdram_dq

448 | BOTTOM | vss_go-sstl_-b10 ‘ pnl_sstl_go ‘ SSTL




42 % 2% PIN assignments
Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

449 | BOTTOM | sdram_iopad0_CLK_2_clk \ | SSTL
output sdram_clk

450 | BOTTOM | vss_gcs_sstl_b21 ‘ pnl_sstl_gcs ‘ SSTL

451 | BOTTOM | sdram_iopad0_CLK_2__clk_ \ | SSTL
output sdram_clk_

452 | BOTTOM | vdd_vp_sstLb5 | pulsstlvp | SSTL

453 | BOTTOM | sdram_iopad0_DQ_130_dq \ | SSTL
inout sdram_dq

454 | BOTTOM | sdram_iopad0_DQ_129_dq \ | SSTL
inout sdram_dq

455 | BOTTOM | vss_ges_sstl_b20 ‘ pnl_sstl_gcs ‘ SSTL

456 | BOTTOM | sdram_iopad0_DQ_128_dq \ | SSTL
inout sdram_dq

457 | BOTTOM | sdram_iopad0_-DQM_16__dqm \ | SSTL
output sdram_dqm

458 | BOTTOM | vdd_vq.sstl.b10 | pulsstlvq | SSTL

459 | BOTTOM | sdram_iopad0_DQS_16_dqs \ | SSTL
inout sdram_dqgs

460 | BOTTOM | vdd_ve_sstl_b11 ‘ pnl_sstl_vc ‘ SSTL

461 | BOTTOM | sdram_iopad0_DQ_127_dq \ | SSTL
inout sdram_dq

462 | BOTTOM | vss_go_sstl_b9 ‘ pnl_sstl_go ‘ SSTL

463 | BOTTOM | sdram_iopad0_DQ_126_dq \ | SSTL
inout sdram_dq

464 | BOTTOM | vss_gcs_sstl_b19 ‘ pnl_sstl_gcs ‘ SSTL

465 | BOTTOM | sdram_iopad0_DQ_125_dq \ | SSTL
inout sdram_dq

466 | BOTTOM | vdd_vc_sstl_b10 | pulsstlve | SSTL

467 | BOTTOM | sdram_iopad0_DQ_124_dq \ | SSTL
inout sdram_dq

468 | BOTTOM | sdram_iopad0_DQ_123_.dq \ | SSTL
inout sdram_dq




43

Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type
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469 | BOTTOM | vss_gcs_sstl_b18 ‘ pnl_sstl_ges ‘ SSTL

470 | BOTTOM | sdram_iopad0_DQ_122_dq \ | SSTL
inout sdram_dq

471 | BOTTOM | sdram_iopad0_DQ_121_dq \ | SSTL
inout sdram_dq

472 | BOTTOM | vdd_vq_sstl_b9 | pulsstlvq | SSTL

473 | BOTTOM | sdram_iopad0_DQ_120_dq \ | SSTL
inout sdram_dq

474 | BOTTOM | vss_ges_sstlbl7 | pnlsstlges | SSTL

475 | BOTTOM | sdram_iopad0_DQM_15_dqm \ | SSTL
output sdram_dqm

476 | BOTTOM | sdram_iopad0_DQS_15_dqs \ | SSTL
inout sdram_dgs

477 | BOTTOM | sdram_iopad0_DQ_119_dq \ | SSTL
inout sdram_dq

478 | BOTTOM | vss_go_sstl_b8 ‘ pnl_sstl_go ‘ SSTL

479 | BOTTOM | sdram_iopad0_DQ_118_dq \ | SSTL
inout sdram_dq

480 | BOTTOM | vdd_vp_sstl_-b4 ‘ pnl_sstl_vp ‘ SSTL

481 | BOTTOM | sdram_iopad0_DQ_117_dq \ | SSTL
inout sdram_dq

482 | BOTTOM | vss_ges_sstl_.b16 ‘ pnl_sstl_gcs ‘ SSTL

483 | BOTTOM | sdram_iopad0_DQ_116_dq \ | SSTL
inout sdram_dq

484 | BOTTOM | vdd_ve_sstl b9 | pnlsstlve | SSTL

485 | BOTTOM | sdram_iopad0_DQ_115_dq \ | SSTL
inout sdram_dq

486 | BOTTOM | vdd_vq_sstl b8 | pulsstlvg | SSTL

487 | BOTTOM | sdram_iopad0_DQ_114_dq \ | SSTL
inout sdram_dq

488 | BOTTOM | vss_gcs_sstl_blb ‘ pnl_sstl_gcs ‘ SSTL




44 % 2% PIN assignments
Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

489 | BOTTOM | sdram_iopad0_DQ_113_dq \ | SSTL
inout sdram_dq

490 | BOTTOM | vss_go_sstl.b7 | pnlsstl_go | SSTL

491 | BOTTOM | sdram_iopad0_DQ_112_dq \ | SSTL
inout sdram_dq

492 | BOTTOM | sdram_iopad0-DQM_14__dqm ‘ ‘ SSTL
output sdram_dqm

493 | BOTTOM | sstlvref bl | pnlsstlvref | SSTL

494 | BOTTOM | sdram_iopad0_DQS_14_dqs \ | SSTL
inout sdram_dqgs

495 | BOTTOM | sdram_iopad0_DQ_111_dq \ | SSTL
inout sdram_dq

496 | BOTTOM | sdram_iopad0_DQ_110_dq \ | SSTL
inout sdram_dq

497 | BOTTOM | sdram_iopad0_DQ_109_dq \ | SSTL
inout sdram_dq

498 | BOTTOM | vss_ges_sstl_bl4 ‘ pnl_sstl_ges ‘ SSTL

499 | BOTTOM | sdram_iopad0_DQ_108_dq \ | SSTL
inout sdram_dq

500 | BOTTOM | vdd_vq_sstl_b7 ‘ pnl_sstl_vq ‘ SSTL

501 | BOTTOM | sdram_iopad0_DQ_107__dq \ | SSTL
inout sdram_dq

502 | BOTTOM | vdd_vp_sstl.b3 | pulsstlvp | SSTL

503 | BOTTOM | sdram_iopad0_DQ_106__dq \ | SSTL
inout sdram_dq

504 | BOTTOM | sdram_iopad0_DQ_105_dq \ | SSTL
inout sdram_dq

505 | BOTTOM | vss_go_sstl b6 ‘ pnl_sstl_go ‘ SSTL

506 | BOTTOM | sdram_iopad0_DQ_104_dq \ | SSTL
inout sdram_dq

507 | BOTTOM | vss_gcs_sstl_b13 ‘ pnl_sstl_gcs ‘ SSTL

508 | BOTTOM | sdram_iopad0_-DQM_13__dqm \ | SSTL

output

sdram_dqm
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509 | BOTTOM | vdd_vc_sstl b8 ‘ pnl_sstl_vc ‘ SSTL

510 | BOTTOM | sdram_iopad0_DQS_13__dgs ‘ ‘ SSTL
inout sdram_dqs

511 | BOTTOM | sdram_iopad0_DQ_103__dq \ | SSTL
inout sdram_dq

512 | BOTTOM | vss_gcs_sstl_-b12 ‘ pnl_sstl_gcs ‘ SSTL

513 | BOTTOM | sdram_iopad0_DQ_102__dq \ | SSTL
inout sdram_dq

514 | BOTTOM | vdd_vq_sstl_b6 ‘ pnl_sstl_vq ‘ SSTL

515 | BOTTOM | sdram_iopad0_DQ_101_dq \ | SSTL
inout sdram_dq

516 | BOTTOM | vdd_vc._sstl.b7 | pnlsstlve | SSTL

517 | BOTTOM | sdram_iopad0_DQ_100__dq \ | SSTL
inout sdram_dq

518 | BOTTOM | sdram_iopad0_DQ_99_dq \ | SSTL
inout sdram_dq

519 | BOTTOM | sdram_iopad0_DQ_98_dq \ | SSTL
inout sdram_dq

520 | BOTTOM | sdram_iopad0_DQ_97_dq \ | SSTL
inout sdram_dq

521 | BOTTOM | vss_go_sstl_bb ‘ pnl_sstl_go ‘ SSTL

522 | BOTTOM | sdram_iopad0_DQ_96_dq \ | SSTL
inout sdram_dq

523 | BOTTOM | vss_gcs_sstl_bll ‘ pnl_sstl_gcs ‘ SSTL

524 | BOTTOM | sdram_iopad0_.DQM_12_dqm \ | SSTL
output sdram_dqm

525 | BOTTOM | vdd_vc_sstl_b6 ‘ pnl_sstl_vc ‘ SSTL

526 | BOTTOM | sdram_iopad0_DQS_12__dqs \ | SSTL
inout sdram_dgs

527 | BOTTOM | vss_ges_sstl_-b10 ‘ pnl_sstl_gcs ‘ SSTL

528 | BOTTOM | sdram_iopad0_DQ_95_dq \ | SSTL
inout sdram_dq




46 % 2% PIN assignments
Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

529 | BOTTOM | vdd_vq_sstl_b5 ‘ pnl_sstl_vq ‘ SSTL

530 | BOTTOM | sdram_iopad0_DQ_94_dq \ | SSTL
inout sdram_dq

531 | BOTTOM | vdd_vp_sstl.b2 | pulsstlvp | SSTL

532 | BOTTOM | sdram_iopad0_DQ_93_dq \ | SSTL
inout sdram_dq

533 | BOTTOM | vss_go_sstl b4 ‘ pnl_sstl_go ‘ SSTL

534 | BOTTOM | sdram_iopad0_DQ_92_dq \ | SSTL
inout sdram_dq

535 | BOTTOM | sdram_iopad0_DQ 91_dq \ | SSTL
inout sdram_dq

536 | BOTTOM | vss_gcs_sstl_-b9 ‘ pnl_sstl_gcs ‘ SSTL

537 | BOTTOM | sdram_iopad0_DQ_90__dq \ | SSTL
inout sdram_dq

538 | BOTTOM | vdd_ve_sstl b5 | pnlsstlve | SSTL

539 | BOTTOM | sdram _iopad0_DQ_89_dq \ | SSTL
inout sdram_dq

540 | BOTTOM | vss_gcs_sstl b8 ‘ pnl_sstl_gcs ‘ SSTL

541 | BOTTOM | sdram_iopad0_DQ_88_dq \ | SSTL
inout sdram_dq

542 | BOTTOM | vdd_vq_sstl.b4 | pulsstlvq | SSTL

543 | BOTTOM | sdram_iopad0_-DQM_11_dqm \ | SSTL
output sdram_dqm

544 | BOTTOM | vdd_ve_sstl bd | pnlsstlve | SSTL

545 | BOTTOM | sdram_iopad0_DQS_11__dgs ‘ ‘ SSTL
inout sdram_dqgs

546 | BOTTOM | sdram_iopad0_DQ_87_dq \ | SSTL
inout sdram_dq

547 | BOTTOM | sdram_iopad0_DQ_86__dq \ | SSTL
inout sdram_dq

548 | BOTTOM | sdram_iopad0_DQ_85__dq \ | SSTL
inout sdram_dq
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549 | BOTTOM | vss_go_sstl b3 ‘ pnl_sstl_go ‘ SSTL

550 | BOTTOM | sdram_iopad0_DQ_84_dq \ | SSTL
inout sdram_dq

551 | BOTTOM | vss_gcs_sstl b7 ‘ pnl_sstl_gcs ‘ SSTL

552 | BOTTOM | sdram_iopad0_DQ_83__dq \ | SSTL
inout sdram_dq

553 | BOTTOM | vdd_ve_sstl.b3 | pnlsstlve | SSTL

554 | BOTTOM | sdram_iopad0_DQ_82_dq \ | SSTL
inout sdram_dq

555 | BOTTOM | vss_gcs_sstl b6 ‘ pnl_sstl_gcs ‘ SSTL

556 | BOTTOM | sdram_iopad0_DQ_81_dq \ | SSTL
inout sdram_dq

557 | BOTTOM | vdd_vq_sstlb3 | pulsstlvq | SSTL

558 | BOTTOM | sdram_iopad0_DQ_80__dq \ | SSTL
inout sdram_dq

559 | BOTTOM | sdram_iopad0_-DQM_10_dqm \ | SSTL
output sdram_dqm

560 | BOTTOM | vss_go_sstl_b2 ‘ pnl_sstl_go ‘ SSTL

561 | BOTTOM | sdram_iopad0_DQS_10_dqs \ | SSTL
inout sdram_dqgs

562 | BOTTOM | vdd_vp_sstlbl | pulsstlvp | SSTL

563 | BOTTOM | sdram_iopad0_DQ_79__dq \ | SSTL
inout sdram_dq

564 | BOTTOM | sdram_iopad0_DQ_78_dq \ | SSTL
inout sdram_dq

565 | BOTTOM | vss_gcs_sstl_bb ‘ pnl_sstl_gcs ‘ SSTL

566 | BOTTOM | sdram_iopad0_DQ_77_dq \ | SSTL
inout sdram_dq

567 | BOTTOM | vdd_ve_sstl.b2 | pnlsstlve | SSTL

568 | BOTTOM | sdram_iopad0_DQ_76__dq \ | SSTL

inout

sdram_dq




48 % 2% PIN assignments
Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

569 | BOTTOM | vss_ges_sstl.b4 ‘ pnl_sstl_ges ‘ SSTL

570 | BOTTOM | sdram_iopad0_DQ_75_dq \ | SSTL
inout sdram_dq

571 | BOTTOM | vdd_vq_sstl.b2 | pulsstlvq | SSTL

572 | BOTTOM | sdram_iopad0_DQ_74__dq \ | SSTL
inout sdram_dq

573 | BOTTOM | vdd_vesstl.bl | pnlsstlve | SSTL

574 | BOTTOM | sdram_iopad0_DQ_73_dq \ | SSTL
inout sdram_dq

575 | BOTTOM | sdram_iopad0_DQ_72_dq \ | SSTL
inout sdram_dq

576 | BOTTOM | vss_go_sstl_bl ‘ pnl_sstl_go ‘ SSTL

577 | BOTTOM | sdram_iopad0_-DQM_9_dqm \ | SSTL
output sdram_dqm

578 | BOTTOM | sdram_iopad0_DQS.9_dqs \ | SSTL
inout sdram_dgs

579 | BOTTOM | vss_ges_sstl b3 | pnlsstlges | SSTL

580 | BOTTOM | sdram_iopad0_DQ_71_dq \ | SSTL
inout sdram_dq

581 | BOTTOM | vdd_vq.sstl.bl | pnlsstlvg | SSTL

582 | BOTTOM | sdram_iopad0_DQ_70__dq \ | SSTL
inout sdram_dq

583 | BOTTOM | sdram_iopad0_DQ_69__dq \ | SSTL
inout sdram_dq

584 | BOTTOM | sdram_iopad0_DQ_68_dq \ | SSTL
inout sdram_dq

585 | BOTTOM | vss_go_sstl_.b0 ‘ pnl_sstl_go ‘ SSTL

586 | BOTTOM | sdram_iopad0_oe_ ‘ ‘ SSTL
output sdram_oe_

587 | BOTTOM | vdd_vp_sstl.b0 | pulsstlvp | SSTL

588 | BOTTOM | sdram_iopad0_dir \ | SSTL

output

sdram_dir
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589 | BOTTOM | vss_gcs_sstl b2 ‘ pnl_sstl_gcs ‘ SSTL

590 | BOTTOM | sdram_iopad0_DQ_67_dq \ | SSTL
inout sdram_dq

591 | BOTTOM | vdd_ve_sstlb0 | pnlsstlve | SSTL

592 | BOTTOM | sdram_iopad0_DQ_66__dq \ | SSTL
inout sdram_dq

593 | BOTTOM | vss_gcs_sstl bl ‘ pnl_sstl_gcs ‘ SSTL

594 | BOTTOM | sdram_iopad0_DQ_65_dq \ | SSTL
inout sdram_dq

595 | BOTTOM | vdd_vq_sstl_bO ‘ pnl_sstl_vq ‘ SSTL

596 | BOTTOM | sdram_iopad0_DQ_64__dq \ | SSTL
inout sdram_dq

597 | BOTTOM | vss_gcs_sstl_-b0 ‘ pnl_sstl_gcs ‘ SSTL

598 | BOTTOM | sdram_iopad0_.DQM_8_dqm \ | SSTL
output sdram_dqm

599 | BOTTOM | sdram_iopad0_DQS 8_dgs \ | SSTL
inout sdram_dqgs

600 | BOTTOM | sstl_vref_b0 ‘ pnl_sstl_vref ‘ SSTL

601 | BOTTOM | sdram_iopad0_-CS__1__cs_ ‘ ‘ SSTL
output sdram_cs_

602 | BOTTOM | sdram_iopad0_-CS__0__cs_ ‘ ‘ SSTL
output sdram_cs_

CORNER | RIGHT CORNER_BR ‘ pnl_iocrnr_hs ‘ SSTL Corner

603 | RIGHT sdram_iopad0_cas. \ | SSTL
output sdram_cas_

604 | RIGHT sdram_iopad0_we_ ‘ ‘ SSTL
output sdram_we

605 | RIGHT vss_go_sstl_r0 ‘ pnl_sstl_go ‘ SSTL

606 | RIGHT sdram_iopad0_ras_ ‘ ‘ SSTL
output sdram _ras_

607 | RIGHT vdd_vq-sstl_r0 ‘ pnl_sstl_vq ‘ SSTL




50 % 2% PIN assignments

Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type

In/Out Remarks

608 | RIGHT sdram_iopad0_BA_0_ba \ | SSTL
output sdram_ba

609 | RIGHT vdd_vp_sstl_r0 ‘ pnl_sstl_vp ‘ SSTL

610 | RIGHT sdram_iopad0_BA_1_ba \ | SSTL
output sdram_ba

611 | RIGHT sdram_iopad0_cke ‘ ‘ SSTL
output sdram_cke

612 | RIGHT vss_ges_sstl_r0 ‘ pnl_sstl_ges ‘ SSTL

613 | RIGHT sdram_iopad0_ADDR_0__addr \ | SSTL
output sdram_a

614 | RIGHT vdd_vc_sstl 10 ‘ pnl_sstl_vc ‘ SSTL

615 | RIGHT sdram_iopad0_ADDR_1__addr \ | SSTL
output sdram_a

616 | RIGHT vss_ges_sstlrl ‘ pnl_sstl_gcs ‘ SSTL

617 | RIGHT sdram_iopad0_ADDR_2__addr \ | SSTL
output sdram_a

618 | RIGHT sdram_iopad0_ADDR_3_ addr \ | SSTL
output sdram_a

619 | RIGHT vss_go_sstl rl ‘ pnl_sstl_go ‘ SSTL

620 | RIGHT sdram_iopad0_ADDR _4__addr \ | SSTL
output sdram_a

621 | RIGHT vss_ges_sstlr2 ‘ pnl_sstl_gcs ‘ SSTL

622 | RIGHT sdram_iopad0_ADDR_5__addr \ | SSTL
output sdram_a

623 | RIGHT vdd_vq_sstlrl | pnlsstlvq | SSTL

624 | RIGHT sdram_iopad0_ADDR_6__addr \ | SSTL
output sdram_a

625 | RIGHT sdram_iopad0_ADDR_7__addr \ | SSTL
output sdram_a

626 | RIGHT vss_ges_sstl.r3 ‘ pnl_sstl_gcs ‘ SSTL

627 | RIGHT sdram_iopad0_ADDR_8__addr \ | SSTL
output sdram_a
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628 | RIGHT vdd_vec_sstl rl ‘ pnl_sstl_vc ‘ SSTL

629 | RIGHT sdram_iopad0_ADDR_9__addr \ | SSTL
output sdram_a

630 | RIGHT vss_ges_sstl.rd ‘ pnl_sstl_gcs ‘ SSTL

631 | RIGHT sdram_iopad0_ADDR_10__addr \ | SSTL
output sdram_a

632 | RIGHT vss_go_sstl r2 ‘ pnl_sstl_go ‘ SSTL

633 | RICHT sdram_iopad0_ADDR_11__addr \ | SSTL
output sdram_a

634 | RIGHT vdd_vc_sstl r2 ‘ pnl_sstl_vc ‘ SSTL

635 | RIGHT sdram_iopad0_ADDR_12_addr \ | SSTL
output sdram_a

636 | RIGHT vdd_vq_sstl_r2 | pulsstlvq | SSTL

637 | RIGHT sdram_iopad0_DQ_63_dq \ | SSTL
inout sdram_dq

638 | RIGHT vdd_vp_sstl.rl ‘ pnl_sstl_vp ‘ SSTL

639 | RIGHT sdram_iopad0_DQ_62__dq ‘ ‘ SSTL
inout sdram_dq

640 | RIGHT vss_ges_sstlrb ‘ pnl_sstl_gcs ‘ SSTL

641 | RIGHT sdram_iopad0_DQ_61_dq \ | SSTL
inout sdram_dq

642 | RIGHT sdram_iopad0_DQ_60_dq \ | SSTL
inout sdram_dq

643 | RIGHT vdd_ve_sstl 3 | pnlsstlve | SSTL

644 | RIGHT sdram_iopad0_DQ_59__dq \ | SSTL
inout sdram_dq

645 | RIGHT vss_ges_sstl_r6 ‘ pnl_sstl_gcs ‘ SSTL

646 | RIGHT sdram_iopad0_DQ_58_.dq \ | SSTL
inout sdram_dq

647 | RIGHT vss_go_sstl.r3 ‘ pnl_sstl_go ‘ SSTL
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648 | RIGHT sdram_iopad0_DQ_57__dq \ | SSTL
inout sdram_dq

649 | RIGHT vdd_ve_sstl_rd | pulsstlve | SSTL

650 | RIGHT sdram_iopad0_DQ_56_.dq \ | SSTL
inout sdram_dq

651 | RIGHT vdd_vq_sstlr3 | pulsstlvq | SSTL

652 | RIGHT sdram_iopad0_DQM._7__dqm \ | SSTL
output sdram_dqm

653 | RIGHT sdram_iopad0_DQS_7_dgs \ | SSTL
inout sdram_dqgs

654 | RIGHT sdram_iopad0_DQ_55__dq \ | SSTL
inout sdram_dq

655 | RIGHT sdram_iopad0_DQ_54_dq \ | SSTL
inout sdram_dq

656 | RIGHT vss_ges_sstlr7 ‘ pnl_sstl_gcs ‘ SSTL

657 | RIGHT sdram_iopad0_DQ_53_dq \ | SSTL
inout sdram_dq

658 | RIGHT vdd_ve_sstl_r5 | pnlsstlve | SSTL

659 | RIGHT sdram_iopad0_DQ_52__dq ‘ ‘ SSTL
inout sdram_dq

660 | RIGHT vss_ges_sstl r8 ‘ pnl_sstl_gcs ‘ SSTL

661 | RIGHT sdram_iopad0_DQ_51_dq \ | SSTL
inout sdram_dq

662 | RIGHT vss_go_sstl.r4 ‘ pnl_sstl_go ‘ SSTL

663 | RIGHT sdram_iopad0_DQ_50_dq \ | SSTL
inout sdram_dq

664 | RIGHT vss_ges_sstl_r9 ‘ pnl_sstl_gcs ‘ SSTL

665 | RIGHT sdram_iopad0_DQ_49_dq \ | SSTL
inout sdram_dq

666 | RIGHT sdram_iopad0_DQ_48_dq \ | SSTL
inout sdram_dq

667 | RIGHT vdd_vq_sstlr4 | pulsstlvq | SSTL
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668 | RIGHT sdram_iopad0_DQM_6__dqm ‘ ‘ SSTL
output sdram_dqm

669 | RIGHT vdd_vp_sstl_r2 ‘ pnl_sstl_vp ‘ SSTL

670 | RIGHT sdram_iopad0_DQS_6__dqs \ | SSTL
inout sdram_dgs

671 | RIGHT sdram_iopad0_DQ_47_dq \ | SSTL
inout sdram_dq

672 | RIGHT vss_ges_sstl.rl0 ‘ pnl_sstl_ges ‘ SSTL

673 | RIGHT sdram_iopad0_DQ_46__dq ‘ ‘ SSTL
inout sdram_dq

674 | RIGHT vss_go_sstl rb ‘ pnl_sstl_go ‘ SSTL

675 | RIGHT sdram_iopad0_DQ_45_dq \ | SSTL
inout sdram_dq

676 | RIGHT vdd_ve_sstlt6 | pulsstlve | SSTL

677 | RIGHT sdram_iopad0_DQ_44_dq \ | SSTL
inout sdram_dq

678 | RIGHT vdd_vq_sstl_rb ‘ pnl_sstl_vq ‘ SSTL

679 | RIGHT sdram_iopad0_DQ_43__dq \ | SSTL
inout sdram_dq

680 | RIGHT vss_ges_sstlrll ‘ pnl_sstl_gcs ‘ SSTL

631 | RIGHT sdram_iopad0_DQ_42_dq \ | SSTL
inout sdram_dq

632 | RIGHT sdram_iopad0_DQ_41_dq \ | SSTL
inout sdram_dq

683 | RIGHT vdd_ve_sstl_r7 | pnlsstlve | SSTL

684 | RIGHT sdram_iopad0_DQ_40__dq \ | SSTL
inout sdram_dq

685 | RIGHT sdram_iopad0_ DQM_5__dqm \ | SSTL
output sdram_dqm

686 | RIGHT vss_go_sstl_r6 ‘ pnl_sstl_go ‘ SSTL

687 | RIGHT sdram_iopad0_DQS_5__dqs \ | SSTL
inout sdram_dgs
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688 | RIGHT vdd_vq_sstl_r6 ‘ pnl_sstl_vq ‘ SSTL

689 | RIGHT sdram_iopad0_DQ_39__dq \ | SSTL
inout sdram_dq

690 | RIGHT sdram_iopad0_DQ_38_dq \ | SSTL
inout sdram_dq

691 | RIGHT sdram_iopad0_DQ_37_.dq \ | SSTL
inout sdram_dq

692 | RIGHT vss_ges_sstl rl2 ‘ pnl_sstl_ges ‘ SSTL

693 | RIGHT sdram_iopad0_CLK_1__clk \ | SSTL
output sdram_clk

694 | RIGHT vss_go_sstl r7 ‘ pnl_sstl_go ‘ SSTL

695 | RIGHT sdram_iopad0_CLK_1__clk_ \ | SSTL
output sdram_clk_

696 | RIGHT vss_ges_sstlrl3 ‘ pnl_sstl_gcs ‘ SSTL

697 | RIGHT sdram_iopad0_DQ_36_dq \ | SSTL
inout sdram_dq

698 | RIGHT vdd_vq_sstlr7 | pulsstlvq | SSTL

699 | RIGHT sdram_iopad0_DQ_35__dq ‘ ‘ SSTL
inout sdram_dq

700 | RIGHT vdd_vp_sstlr3 | pnlsstlvp | SSTL

701 | RIGHT sdram_iopad0_DQ_34_dq \ | SSTL
inout sdram_dq

702 | RIGHT vss_ges_sstlrl4 ‘ pnl_sstl_gcs ‘ SSTL

703 | RIGHT sdram_iopad0_DQ_33_dq \ | SSTL
inout sdram_dq

704 | RIGHT vss_go_sstl 18 ‘ pnl_sstl_go ‘ SSTL

705 | RIGHT sdram_iopad0_DQ_32_dq \ | SSTL
inout sdram_dq

706 | RIGHT sdram_iopad0_DQM_4__dqm \ | SSTL
output sdram_dqm

707 | RIGHT sstlvref_r0 | pulsstlvref | SSTL
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708 | RIGHT sdram_iopad0_DQS_4__dgs \ | SSTL
inout sdram_dqgs

709 | RIGHT sdram_iopad0_DQ_31_dq \ | SSTL
inout sdram_dq

710 | RIGHT vdd_vq_sstlr8 | pulsstlvq | SSTL

711 | RIGHT sdram_iopad0_DQ_30_dq \ | SSTL
inout sdram_dq

712 | RIGHT vss_ges_sstl.rlh ‘ pnl_sstl_ges ‘ SSTL

713 | RIGHT sdram_iopad0_CLK_0__clk | [ SSTL
output sdram_clk

714 | RIGHT vss_go_sstl_r9 ‘ pnl_sstl_go ‘ SSTL

715 | RIGHT sdram_iopad0_CLK_0__clk_ \ | SSTL
output sdram_clk_

716 | RIGHT vss_ges_sstlrl6 ‘ pnl_sstl_gcs ‘ SSTL

717 | RIGHT sdram_iopad0_DQ_29_dq \ | SSTL
inout sdram_dq

718 | RIGHT sdram_iopad0_DQ_28_dq \ | SSTL
inout sdram_dq

719 | RIGHT vdd_vq_sstl_r9 ‘ pnl_sstl_vq ‘ SSTL

720 | RIGHT sdram_iopad0_DQ_27_dq \ | SSTL
inout sdram_dq

721 | RIGHT vdd_vp_sstl_r4 | pulsstlvp | SSTL

722 | RIGHT sdram_iopad0_DQ_26_dq \ | SSTL
inout sdram_dq

723 | RIGHT vdd_ve_sstl 8 | pnlsstlve | SSTL

724 | RIGHT sdram_iopad0_DQ_25_dq \ | SSTL
inout sdram_dq

725 | RIGHT sdram_iopad0_DQ_24_dq \ | SSTL
inout sdram_dq

726 | RIGHT vss_ges_sstlrl? ‘ pnl_sstl_gcs ‘ SSTL

727 | RIGHT sdram_iopad0_DQM_3__dqm \ | SSTL

output

sdram_dqm
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728 | RIGHT vss_go_sstl r10 ‘ pnl_sstl_go ‘ SSTL

729 | RIGHT sdram_iopad0_DQS_3__dgs \ | SSTL
inout sdram_dqs

730 | RIGHT vss_ges_sstlrl8 ‘ pnl_sstl_gcs ‘ SSTL

731 | RIGHT sdram_iopad0_DQ_23_dq \ | SSTL
inout sdram_dq

732 | RIGHT sdram_iopad0_DQ_22_dq \ | SSTL
inout sdram_dq

733 | RIGHT sdram_iopad0_DQ_21_dq \ | SSTL
inout sdram_dq

734 | RIGHT sdram_iopad0_DQ_20_dq \ | SSTL
inout sdram_dq

735 | RIGHT vdd_vq_sstl.r10 | pnlsstlvg | SSTL

736 | RIGHT sdram_iopad0_DQ_19_dq \ | SSTL
inout sdram_dq

737 | RIGHT vss_ges_sstl.rl9 ‘ pnl_sstl_ges ‘ SSTL

738 | RICHT sdram_iopad0_DQ_18_dq \ | SSTL
inout sdram_dq

739 | RIGHT vdd_vc_sstl 19 ‘ pnl_sstl_vc ‘ SSTL

740 | RIGHT sdram_iopad0_DQ_17_dq \ | SSTL
inout sdram_dq

741 | RIGHT vss_ges_sstl.r20 ‘ pnl_sstl_gcs ‘ SSTL

742 | RIGHT sdram_iopad0_DQ_16_.dq \ | SSTL
inout sdram_dq

743 | RIGHT vdd_ve_sstl r10 | pnlsstlve | SSTL

744 | RIGHT sdram_iopad0_DQM_2__dqm \ | SSTL
output sdram_dgm

745 | RIGHT vdd_vp_sstl_r5 | pulsstlvp | SSTL

746 | RIGHT sdram_iopad0_DQS_2__dqs \ | SSTL
inout sdram_dqgs

747 | RIGHT vss_go_sstl.rll ‘ pnl_sstl_go ‘ SSTL
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748 | RIGHT sdram_iopad0_DQ_15_dq \ | SSTL
inout sdram_dq

749 | RIGHT sdram_iopad0_DQ_14_dq \ | SSTL
inout sdram_dq

750 | RIGHT vss_ges_sstl 121 ‘ pnl_sstl_gcs ‘ SSTL

751 | RIGHT sdram_iopad0_DQ_13_dq \ | SSTL
inout sdram_dq

752 | RIGHT vdd_vq_sstlr11 | pulsstlvq | SSTL

753 | RIGHT sdram_iopad0_DQ_12_dq \ | SSTL
inout sdram_dq

754 | RIGHT vss_ges_sstl_r22 ‘ pnl_sstl_gcs ‘ SSTL

755 | RIGHT sdram_iopad0_DQ_11_dq \ | SSTL
inout sdram_dq

756 | RIGHT vdd_ve_sstlr11 | pulsstlve | SSTL

757 | RIGHT sdram_iopad0_DQ_10_dq \ | SSTL
inout sdram_dq

758 | RIGHT vss_ges_sstl 23 | pnlsstlges | SSTL

759 | RIGHT sdram_iopad0_DQ_9__dq \ | SSTL
inout sdram_dq

760 | RIGHT sdram_iopad0_DQ_8__dq \ | SSTL
inout sdram_dq

761 | RIGHT sdram_iopad0_DQM_1__dqm \ | SSTL
output sdram_dqm

762 | RIGHT sdram_iopad0_DQS_1__dqs \ | SSTL
inout sdram_dgs

763 | RIGHT vdd_ve_sstl r12 | pnlsstlve | SSTL

764 | RIGHT sdram_iopad0_DQ_7__dq \ | SSTL
inout sdram_dq

765 | RIGHT vss_ges_sstl r24 ‘ pnl_sstl_gcs ‘ SSTL

766 | RIGHT sdram_iopad0_DQ_6__dq \ | SSTL
inout sdram_dq

767 | RIGHT vss_go_sstl_rl12 ‘ pnl_sstl_go ‘ SSTL
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768 | RIGHT sdram_iopad0_DQ_5_dq \ | SSTL
inout sdram_dq

769 | RIGHT vdd_vc_sstl r13 ‘ pnl_sstl_vc ‘ SSTL

770 | RIGHT sdram_iopad0_DQ_4__dq \ | SSTL
inout sdram_dq

771 | RIGHT vdd_vq_sstlr12 | pulsstlvq | SSTL

772 | RIGHT sdram_iopad0_DQ_3__dq \ | SSTL
inout sdram_dq

773 | RIGHT sdram_iopad0_DQ_2_dq | [ SsTL
inout sdram_dq

774 | RIGHT vdd_ve_sstl r14 | pnlsstlve | SSTL

775 | RIGHT sdram_iopad0_DQ_1__dq \ | SSTL
inout sdram_dq

776 | RIGHT vdd_vp_sstl_r6 | pulsstlvp | SSTL

777 | RIGHT sdram_iopad0_DQ_0_dq \ | SSTL
inout sdram_dq

778 | RIGHT sdram_iopad0_DQM_0__dqm \ | SSTL
output sdram_dqm

779 | RIGHT vss_ges_sstl_r25 ‘ pnl_sstl_gcs ‘ SSTL

780 | RIGHT sdram_iopad0_DQS_0__dqs \ | SSTL
inout sdram_dqgs

781 | RIGHT vss_go_sstl_r13 ‘ pnl_sstl_go ‘ SSTL

782 | RIGHT link_sdram_iopad0_dq47 \ | SSTL
inout sdram32_dq

783 | RIGHT vdd_ve_sstl 15 | pnlsstlve | SSTL

784 | RIGHT link_sdram_iopad0_dq46 ‘ ‘ SSTL
inout sdram32_dq

785 | RIGHT vdd_vq_sstlr13 | pulsstlvg | SSTL

786 | RIGHT link_sdram_iopad0_dq45 \ | SSTL
inout sdram32_dq

787 | RIGHT vss_ges_sstl.r26 ‘ pnl_sstl_gcs ‘ SSTL
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788 | RIGHT link_sdram_iopad0_dq44 \ | SSTL
inout sdram32_dq

789 | RIGHT link sdram_iopad0_dq43 \ | SSTL
inout sdram32_dq

790 | RIGHT vss_go_sstl.r14 ‘ pnl_sstl_go ‘ SSTL

791 | RIGHT link_sdram_iopad0_dq42 \ | SSTL
inout sdram32_dq

792 | RIGHT link_sdram_iopad0_dq41 \ | SSTL
inout sdram32_dq

793 | RIGHT vdd_ve_sstl r16 | pnlsstlve | SSTL

794 | RIGHT link_sdram_iopad0_dq40 \ | SSTL
inout sdram32_dq

795 | RIGHT vdd_vq_sstl_r14 | pnlsstlvg | SSTL

796 | RIGHT link_sdram_iopad0_dq39 \ | SSTL
inout sdram32_dq

797 | RIGHT link_sdram_iopad0_dg38 \ | SSTL
inout sdram32_dq

798 | RIGHT link_sdram_iopad0_dq37 \ | SSTL
inout sdram32_dq

799 | RIGHT vss_ges_sstl r27 ‘ pnl_sstl_gcs ‘ SSTL

800 | RIGHT link_sdram_iopad0_dq36 \ | SSTL
inout sdram32_dq

801 | RIGHT vdd_vp_sstlr7 | pulsstlvp | SSTL

802 | RIGHT link_sdram_iopad0_dq35 \ | SSTL
inout sdram32_dq

803 | RIGHT vss_ges_sstl r28 ‘ pnl_sstl_ges ‘ SSTL

804 | RIGHT link_sdram _iopad0_dq34 ‘ ‘ SSTL
inout sdram32_dq

805 | RIGHT vss_go_sstl rlh ‘ pnl_sstl_go ‘ SSTL

806 | RIGHT link_sdram_iopad0_dq33 \ | SSTL
inout sdram32_dq

807 | RIGHT vdd_ve_sstlr17 | pnlsstlve | SSTL
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808 | RIGHT link_sdram_iopad0_dq32 \ | SSTL
inout sdram32_dq

809 | RIGHT vdd_vq_sstl_r15 ‘ pnl_sstl_vq ‘ SSTL

810 | RIGHT link_sdram_iopad0_dqm5 \ | SSTL
output sdram32_dqm

811 | RIGHT vss_ges_sstl.r29 ‘ pnl_sstl_gcs ‘ SSTL

812 | RIGHT link_sdram_iopad0_dqm4 \ | SSTL
output sdram32_dqm

813 | RIGHT link_sdram_iopad0_dqs5 \ | SSTL
inout sdram32_dgs

814 | RIGHT sstlvref rl | pnlsstlvref | SSTL

815 | RIGHT link_sdram_iopad0_dqs4 \ | SSTL
inout sdram32_dgs

816 | RIGHT link_sdram_iopad0_oe \ | SSTL
output sdram32_oe_

817 | RIGHT vss_ges_sstl r30 ‘ pnl_sstl_ges ‘ SSTL

818 | RIGHT link_sdram_iopad0_dir \ | SSTL
output sdram32 _dir_

819 | RIGHT vdd_vc_sstl r18 ‘ pnl_sstl_vc ‘ SSTL

820 | RIGHT link_sdram_iopad0_addr12 \ | SSTL
output sdram32_a

821 | RIGHT vss_ges_sstl.r31 ‘ pnl_sstl_gcs ‘ SSTL

822 | RIGHT link_sdram_iopad0_clk2_ \ | SSTL
output sdram32_clk2_

823 | RIGHT vss_go_sstl r16 ‘ pnl_sstl_go ‘ SSTL

824 | RIGHT link_sdram_iopad0_clk2 ‘ ‘ SSTL
output sdram32_clk2

825 | RIGHT vss_ges_sstl r32 ‘ pnl_sstl_gcs ‘ SSTL

826 | RIGHT link_sdram_iopad0_addr11 \ | SSTL
output sdram32_a

827 | RIGHT vdd_vq_sstlr16 | pulsstlvq | SSTL
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828 | RIGHT link_sdram_iopad0_addr10 \ | SSTL
output sdram32_a

829 | RIGHT link_sdram _iopad0_addr09 ‘ ‘ SSTL
output sdram32_a

830 | RIGHT vdd_vp_sstlr8 | pulsstlvp | SSTL

831 | RIGHT link_sdram_iopad0_addr08 \ | SSTL
output sdram32_a

832 | RIGHT link_sdram_iopad0_addr07 \ | SSTL
output sdram32_a

833 | RIGHT vss_ges_sstlr33 | pnlsstlges | SSTL

834 | RIGHT link_sdram _iopad0_addr06 ‘ ‘ SSTL
output sdram32_a

835 | RIGHT vdd_ve_sstl r19 | pnlsstlve | SSTL

836 | RIGHT link_sdram_iopad0_addr05 \ | SSTL
output sdram32_a

837 | RIGHT vss_ges_sstl r34 ‘ pnl_sstl_ges ‘ SSTL

838 | RIGHT link_sdram_iopad0_addr04 \ | SSTL
output sdram32_a

839 | RIGHT link_sdram_iopad0_addr03 ‘ ‘ SSTL
output sdram32_a

840 | RIGHT link_sdram_iopad0_addr02 \ | SSTL
output sdram32_a

841 | RIGHT link_sdram_iopad0_addr01 \ | SSTL
output sdram32_a

842 | RIGHT vss_go_sstlrl7 ‘ pnl_sstl_go ‘ SSTL

843 | RIGHT link_sdram_iopad0_addr00 \ | SSTL
output sdram32_a

844 | RIGHT vdd_ve_sstl_r20 ‘ pnl_sstl_vc ‘ SSTL

845 | RIGHT link_sdram_iopad0_bank0 \ | SSTL
output sdram32_ba

846 | RIGHT vdd_vq_sstlr17 | pulsstlvq | SSTL

847 | RIGHT link_sdram_iopad0_bank1 \ | SSTL

output

sdram32_ba
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848 | RIGHT vss_ges_sstl r35 ‘ pnl_sstl_ges ‘ SSTL

849 | RIGHT link_sdram_iopad0_csl ‘ ‘ SSTL
output sdram32_cs_

850 | RIGHT vdd_ve_sstl 21 | pnlsstlve | SSTL

851 | RIGHT link_sdram_iopad0-cs0 ‘ ‘ SSTL
output sdram32 _cs_

852 | RIGHT vdd_vp_sstl_r9 | pulsstlvp | SSTL

853 | RIGHT link_sdram _iopad0_cke \ | SSTL
output sdram32_cke

854 | RIGHT vss_gcs_sstl_r36 ‘ pnl_sstl_gcs ‘ SSTL

855 | RIGHT link_sdram_iopad0_ras ‘ ‘ SSTL
output sdram32_ras_

856 | RIGHT link_sdram_iopad0_cas ‘ ‘ SSTL
output sdram32_cas_

857 | RIGHT vdd_ve_sstl 122 | pnlsstlve | SSTL

858 | RIGHT link_sdram_iopad0_we \ | SSTL
output sdram32_we_

859 | RIGHT vss_ges_sstl r37 ‘ pnl_sstl_gcs ‘ SSTL

860 | RIGHT link_sdram_iopad0_dqm3 \ | SSTL
output sdram32_dqm

861 | RIGHT vss_go_sstl rl8 ‘ pnl_sstl_go ‘ SSTL

862 | RIGHT link_sdram_iopad0_dqm1 \ | SSTL
output sdram32_dqm

863 | RIGHT vdd_ve_sstl r23 | pnlsstlve | SSTL

864 | RIGHT link_sdram_iopad0_dqm2 ‘ ‘ SSTL
output sdram32_dqm

865 | RIGHT vdd_vq_sstlr18 | pulsstlvg | SSTL

866 | RIGHT link_sdram_iopad0_dqm0 \ | SSTL
output sdram32_dqm

867 | RIGHT vss_ges_sstl.r38 ‘ pnl_sstl_gcs ‘ SSTL
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868 | RIGHT link_sdram_iopad0_dqs3 \ | SSTL
inout sdram32_dgs

869 | RIGHT link_sdram_iopad0_dqgs2 ‘ ‘ SSTL
inout sdram32_dqgs

870 | RIGHT vss_go_sstl.r19 ‘ pnl_sstl_go ‘ SSTL

871 | RIGHT link_sdram_iopad0_clk \ | SSTL
output sdram32_clk

872 | RIGHT vss_ges_sstl.r39 ‘ pnl_sstl_ges ‘ SSTL

873 | RIGHT link_sdram_iopad0_clk_ \ | SSTL
output sdram32_clk_

874 | RIGHT vss_gcs_sstl_rd0 ‘ pnl_sstl_gcs ‘ SSTL

875 | RIGHT link_sdram_iopad0_dgsl \ | SSTL
inout sdram32_dgs

876 | RIGHT vdd_vq_sstl.r19 | pulsstlvq | SSTL

877 | RIGHT link_sdram_iopad0_dgs0 \ | SSTL
inout sdram32_dqs

878 | RIGHT vss_go_sstl 20 | pnlsstl_go | SSTL

879 | RIGHT link_sdram_iopad0_dq31 ‘ ‘ SSTL
inout sdram32_dq

880 | RIGHT link_sdram_iopad0_dq30 \ | SSTL
inout sdram32_dq

881 | RIGHT vdd_vq_sstl 120 | pulsstlvq | SSTL

882 | RIGHT link_sdram_iopad0_dq29 \ | SSTL
inout sdram32_dq

883 | RIGHT vdd_vp_sstl_r10 | pulsstlvp | SSTL

884 | RIGHT link_sdram_iopad0_dq28 ‘ ‘ SSTL
inout sdram32_dq

885 | RIGHT link_sdram _iopad0_dq27 \ | SSTL
inout sdram32_dq

886 | RIGHT vss_ges_sstl.rdl ‘ pnl_sstl_gcs ‘ SSTL

887 | RIGHT link_sdram_iopad0_dq26 \ | SSTL
inout sdram32_dq




64 % 2% PIN assignments
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888 | RIGHT ves_go_sstlr21 | pnlsstl_go | SSTL
889 | RIGHT link_sdram_iopad0_dq25 \ | SSTL
inout sdram32_dq
890 | RIGHT vdd_ve_sstl_r24 | pnlsstlve | SSTL
891 | RIGHT link_sdram_iopad0_dq24 \ | SSTL
inout sdram32_dq
892 | RIGHT vdd_vq_sstl 21 | pulsstlvq | SSTL
893 | RIGHT link_sdram_iopad0_dq23 \ | SSTL
inout sdram32_dq
894 | RIGHT vss_ges_sstl_r42 ‘ pnl_sstl_gcs ‘ SSTL
895 | RIGHT link_sdram_iopad0_dq22 \ | SSTL
inout sdram32_dq
896 | RIGHT link_sdram_iopad0_dq21 \ | SSTL
inout sdram32_dq
897 | RIGHT vss_go_sstl_r22 ‘ pnl_sstl_go ‘ SSTL
898 | RIGHT link_sdram_iopad0_dq20 \ | SSTL
inout sdram32_dq
899 | RIGHT link_sdram _iopad0_dq19 ‘ ‘ SSTL
inout sdram32_dq
900 | RIGHT pnl_filler_sstl 4g 10 | pulfillersstl4g | FILLER
901 | RIGHT pnlfiller_sstl 2g_10 | pulfillersstl 2g | FILLER
CORNER | TOP CORNER_TR ‘ pnl_iocrnr_hs ‘ SSTL Corner
902 | TOP pnl_filler_sstl_8g_t0 | pulfiller st 8g | FILLER
903 | TOP pnl_filler_sstl_4g_t0 | pulfiller st 4g | FILLER
904 | TOP pnl filler_sstl_1g_t0 | pulfillersstl.lg | FILLER
905 | TOP vss_ges_sstl_th ‘ pnl_sstl_gcs ‘ SSTL
906 | TOP link_sdram_iopad0_dq18 \ | SSTL
inout sdram32_dq
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907 | TOP vdd_vc_sstl_t2 ‘ pnl_sstl_vc ‘ SSTL

908 | TOP link_sdram_iopad0_dql7 ‘ ‘ SSTL
inout sdram32_dq

909 | TOP link_sdram_iopad0_dql6 ‘ ‘ SSTL
inout sdram32_dq

910 | TOP link_sdram_iopad0_dq15 \ | SSTL
inout sdram32_dq

911 | TOP vss_ges_sstl_t4 ‘ pnl_sstl_ges ‘ SSTL

912 | TOP link_sdram_iopad0_dq14 \ | SSTL
inout sdram32_dq

913 | TOP vdd_vp_sstl_t0 ‘ pnl_sstl_vp ‘ SSTL

914 | TOP link_sdram_iopad0_dq13 ‘ ‘ SSTL
inout sdram32_dq

915 | TOP vss_ges_sstl_t3 ‘ pnl_sstl_gcs ‘ SSTL

916 | TOP link_sdram_iopad0_dq12 \ | SSTL
inout sdram32_dq

917 | TOP vdd_ve_sstl_t1 | pnlsstlve | SSTL

918 | TOP link_sdram_iopad0_dql1 ‘ ‘ SSTL
inout sdram32_dq

919 | TOP vdd_ve_sstl_t1 | pnlsstlvg | SSTL

920 | TOP link_sdram_iopad0-dq10 ‘ ‘ SSTL
inout sdram32_dq

921 | TOP vss_ges_sstl_t2 ‘ pnl_sstl_gcs ‘ SSTL

922 | TOP link_sdram_iopad0_dq09 \ | SSTL
inout sdram32_dq

923 | TOP vss_go_sstl_t1 ‘ pnl_sstl_go ‘ SSTL

924 | TOP link_sdram_iopad0_dq08 \ | SSTL
inout sdram32_dq

925 | TOP link_sdram_iopad0-dq07 ‘ ‘ SSTL
inout sdram32_dq

926 | TOP sstl_vref_t0 ‘ pnl_sstl_vref ‘ SSTL
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Pin No. | Side Name ‘ Physical Cell ‘ IOPAD Type
In/Out Remarks
927 | TOP link_sdram_iopad0_dq06 \ | SSTL
inout sdram32_dq
928 | TOP link_sdram_iopad0_dq05 ‘ ‘ SSTL
inout sdram32_dq
929 | TOP vss_ges_sstl_tl ‘ pnl_sstl_gcs ‘ SSTL
930 | TOP link_sdram_iopad0_dq04 \ | SSTL
inout sdram32_dq
931 | TOP vdd_ve_sstl_t0 | pnlsstlve | SSTL
932 | TOP link_sdram_iopad0_dq03 \ | SSTL
inout sdram32_dq
933 | TOP vdd_vq_sstl_t0 ‘ pnl_sstl_vq ‘ SSTL
934 | TOP link_sdram_iopad0_dq02 \ | SSTL
inout sdram32_dq
935 | TOP vss_ges_sstl_t0 ‘ pnl_sstl_gcs ‘ SSTL
936 | TOP link_sdram_iopad0_dq01 \ | SSTL
inout sdram32_dq
937 | TOP link_sdram_iopad0_dq00 \ | SSTL
inout sdram32_dq
938 | TOP vss_go_sstl_t0 ‘ pnl_sstl_go ‘ SSTL
939 | TOP pnl_filler_std2sstl_t0 ‘ pnl_filler_std2sstl ‘ SSTL Breaker
940 | TOP pnl_filler_lvds_brk_t0 | pulfiller_Ivds_brk_3gLVDS Breaker
941 | TOP lvds_vref_t5 | pnlvref Ivds | LVDS
942 | TOP vss_go_lvds_t10 | pul_go.lvds | LVDS
943 | TOP link_iopad0_data_s_out_iopadl ‘ ‘ LVDS
output data_s_out
944 | TOP vdd_vop_lvds_t11 | pulvop_lvds | LVDS
945 | TOP link_iopadO_data_p-outl_iopadl ‘ ‘ LVDS
output data_p_outl
946 | TOP vss_ges_lvds_t19 ‘ pnl_ges_lvds ‘ LVDS
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947 | TOP link_iopad0_data_p_out1_iopad?2 \ | LVDS
output data_p_outl

948 | TOP link_iopad0_data_p_out1_iopad3 ‘ ‘ LVDS
output data_p_outl

949 | TOP vss_ges_lvds_t18 ‘ pnl_ges_lvds ‘ LVDS

950 | TOP link_iopadO_data_s_in_iopadl ‘ ‘ LVDS
input data_s_in

951 | TOP vdd_vop_lvds_t10 | pulvop_lvds | LVDS

952 | TOP link_iopad0_data_p_in1_iopadl \ | LVDS
input data_p_inl

953 | TOP link_iopad0_data_p_inl_iopad?2 \ | LVDS
input data_p_inl

954 | TOP vdd_ve_lvds_t4 | pnlve.lvds | LVDS

955 | TOP link_iopadO_data_p-inl_iopad3 ‘ ‘ LVDS
input data_p_inl

956 | TOP vss_go_lvds_t9 ‘ pnl_go_lvds ‘ LVDS

957 | TOP link_iopad0_data_s_out_iopad?2 \ | LVDS
output data_s_out

958 | TOP link_iopad0_data_p_out2_iopadl ‘ ‘ LVDS
output data_p_out2

959 | TOP vss_ges_lvds_t17 ‘ pnl_ges_lvds ‘ LVDS

960 | TOP link_iopadO_data_p_-out2_iopad2 ‘ ‘ LVDS
output data_p_out2

961 | TOP link_iopadO_data_p_-out2_iopad3 ‘ ‘ LVDS
output data_p_out2

962 | TOP vss_ges_lvds_t16 ‘ pnl_ges_lvds ‘ LVDS

963 | TOP link_iopad0_data_s_in_iopad2 ‘ ‘ LVDS
input data_s_in

964 | TOP link_iopad0_data_p_in2_iopadl ‘ ‘ LVDS
input data_p_in2

965 | TOP vdd_vop_lvds_t9 | pulvop_lvds | LVDS

966 | TOP link_iopadO_data_p-in2_iopad2 ‘ ‘ LVDS

input

data_p_in2
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967 | TOP link_iopad0_data_p_in2_iopad3 \ | LVDS
input data_p_in2

968 | TOP Ivds_vref_t4 ‘ pnl_lvds_vref ‘ LVDS

969 | TOP vss_ges_lvds_t15 ‘ pnl_ges_lvds ‘ LVDS

970 | TOP link_iopadO_data_s_out_iopad3 ‘ ‘ LVDS
output data_s_out

971 | TOP vss_go_lvds_t8 ‘ pnl_go_lvds ‘ LVDS

972 | TOP link_iopad0_data_p_out3_iopad1 \ | LVDS
output data_p_out3

973 | TOP vss_ges_lvds_t14 ‘ pnl_ges_lvds ‘ LVDS

974 | TOP link_iopad0_data_p_out3_iopad2 ‘ ‘ LVDS
output data_p_out3

975 | TOP link_iopadO_data_p-out3_iopad3 ‘ ‘ LVDS
output data_p_out3

976 | TOP vss_ges_lvds_t13 ‘ pnl_ges_lvds ‘ LVDS

977 | TOP link iopad0_data_s_in_iopad3 \ | LVDS
input data_s_in

978 | TOP vss_go_lvds_t7 ‘ pnl_go_lvds ‘ LVDS

979 | TOP link _iopad0_data_p_in3_iopadl ‘ ‘ LVDS
input data_p_in3

980 | TOP link_iopadO_data_p-in3_iopad2 ‘ ‘ LVDS
input data_p_in3

981 | TOP vdd_ve_lvds_t3 | pulvelvds | LVDS

982 | TOP link_iopad0_data_p_in3_iopad3 \ | LVDS
input data_p_in3

983 | TOP vdd_vop_lvds_t8 ‘ pnl_vop_lvds ‘ LVDS

984 | TOP link_iopad0_data_s_out_iopad4 ‘ ‘ LVDS
output data_s_out

985 | TOP link_iopadO_data_p-out4_iopadl ‘ ‘ LVDS
output data_p_out4

986 | TOP vss_ges_lvds_t12 ‘ pnl_ges_lvds ‘ LVDS
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987 | TOP link_iopad0_data_p_out4_iopad?2 \ | LVDS
output data_p_out4

988 | TOP link_iopad0_data_p_out4_iopads3 ‘ ‘ LVDS
output data_p_out4

989 | TOP vss_ges_lvds_t11 ‘ pnl_ges_lvds ‘ LVDS

990 | TOP link_iopadO_data_s_in_iopad4 ‘ ‘ LVDS
input data_s_in

991 | TOP link_iopad0_data_p_in4_iopadl \ | LVDS
input data_p_ind

992 | TOP vss_go_lvds_t6 | pul_go.lvds | LVDS

993 | TOP link_iopad0_data_p_in4_iopad2 ‘ ‘ LVDS
input data_p_ind

994 | TOP link_iopad0_data_p_in4_iopad3 ‘ ‘ LVDS
input data_p_ind

995 | TOP Ivds_vref t3 | pullvdsvief | LVDS

996 | TOP vss_ges_lvds_t10 ‘ pnl_ges_lvds ‘ LVDS

997 | TOP link_iopad0_ext_rl_clk_out_pad1l \ | LVDS
output ext_rl_clk_out

998 | TOP vdd_vop_lvds_t7 ‘ pnl_vop_lvds ‘ LVDS

999 | TOP link_iopad0_ext_rl_clk_out_pad2 \ | LVDS
output ext_rl_clk_out

1000 | TOP vss_ges_lvds_t9 ‘ pnl_ges_lvds ‘ LVDS

1001 | TOP link_iopad0_ext_rl_clk_out_pad3 \ | LVDS
output ext_rl_clk_out

1002 | TOP link_iopad0_ext_rl_clk_out_pad4 \ | LVDS
output ext_rl_clk_out

1003 | TOP vss_ges_lvds_t8 ‘ pnl_ges_lvds ‘ LVDS

1004 | TOP link_iopad0_ext rl_clk_in_padl \ | LVDS
input ext_rl_clk_in

1005 | TOP vdd_vop_lvds_t6 | pulvop_lvds | LVDS

1006 | TOP link_iopad0_ext_rl_clk_in_pad2 \ | LVDS

input

ext_rl_clk_in
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1007 | TOP link_iopad0_ext_rl_clk_in_pad3 \ | LVDS
input ext_rl_clk_in

1008 | TOP vdd_ve_lvds_t2 | pulvelvds | LVDS

1009 | TOP link_iopad0_ext_rl_clk_in_pad4 \ | LVDS
input ext_rl_clk_in

1010 | TOP vss_go_lvds_tH ‘ pnl_go_lvds ‘ LVDS

1011 | TOP link_iopad0_event_s_out_iopad1 \ | LVDS
output event_s_out

1012 | TOP link_iopad0_event_p_out1_iopadl \ | LVDS
output event_p_outl

1013 | TOP vss_ges_lvds_t7 ‘ pnl_ges_lvds ‘ LVDS

1014 | TOP link_iopad0_event_p_out1_iopad?2 ‘ ‘ LVDS
output event_p_outl

1015 | TOP link_iopadO_event_p_outl_iopad3 ‘ ‘ LVDS
output event_p_outl

1016 | TOP vss_ges_lvds_t6 ‘ pnl_ges_lvds ‘ LVDS

1017 | TOP link_iopad0_event_s_in_iopad1 \ | LVDS
input event_s_in

1018 | TOP link_iopadO_event_p_inl_iopadl ‘ ‘ LVDS
input event_p-inl

1019 | TOP vdd_vop_lvds_t5 | pnlvop_lvds | LVDS

1020 | TOP link_iopadO_event_p_inl_iopad2 ‘ ‘ LVDS
input event_p_inl

1021 | TOP link_iopadO_event_p-inl_iopad3 ‘ ‘ LVDS
input event_p_inl

1022 | TOP Ivds_vref_t2 | pnllvds_vref | LVDS

1023 | TOP vss_go_lvds_t4 ‘ pnl_go_lvds ‘ LVDS

1024 | TOP link_iopad0_event_s_out_iopad2 ‘ ‘ LVDS
output event_s_out

1025 | TOP vdd_vop_lvds_t4 | pulvop_lvds | LVDS

1026 | TOP link_iopadO_event_p_-out2_iopadl ‘ ‘ LVDS

output

event_p_out?2
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1027 | TOP vss_ges_lvds_th ‘ pnl_ges_lvds ‘ LVDS

1028 | TOP link _iopad0_event_p_out2_iopad2 ‘ ‘ LVDS
output event_p_out?2

1029 | TOP link _iopad0_event_p_out2_iopad3 ‘ ‘ LVDS
output event_p_out?2

1030 | TOP vss_ges_lvds_t4 ‘ pnl_ges_lvds ‘ LVDS

1031 | TOP link_iopad0_event_s_in_iopad?2 \ | LVDS
input event_s_in

1032 | TOP vdd_vop_lvds_t3 ‘ pnl_vop_lvds ‘ LVDS

1033 | TOP link_iopadO_event_p_in2_iopadl ‘ ‘ LVDS
input event_p_in2

1034 | TOP link_iopadO_event_p_in2_iopad?2 ‘ ‘ LVDS
input event_p_in2

1035 | TOP vdd_ve_lvds_t1 | pulvelvds | LVDS

1036 | TOP link_iopadO_event_p_in2_iopad3 ‘ ‘ LVDS
input event_p_in2

1037 | TOP vss_go_lvds_t3 | pnl_go.lvds | LVDS

1038 | TOP link_iopad0_event_s_out_iopad3 ‘ ‘ LVDS
output event_s_out

1039 | TOP link_iopad0_event_p_out3_iopadl ‘ ‘ LVDS
output event_p_out3

1040 | TOP vss_ges_lvds_t3 ‘ pnl_ges_lvds ‘ LVDS

1041 | TOP link_iopadO_event_p_out3_iopad2 ‘ ‘ LVDS
output event_p_out3

1042 | TOP link_iopad0_event_p_out3_iopad3 \ | LVDS
output event_p_out3

1043 | TOP vss_ges_lvds_t2 ‘ pnl_ges_lvds ‘ LVDS

1044 | TOP link_iopad0_event_s_in_iopad3 ‘ ‘ LVDS
input event_s_in

1045 | TOP link_iopadO_event_p_in3_iopadl ‘ ‘ LVDS
input event_p_in3

1046 | TOP vdd_vop_lvds_t2 | pulvop lvds | LVDS
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1047 | TOP link_iopad0_event_p_in3_iopad?2 \ | LVDS
input event_p_in3

1048 | TOP link_iopadO_event_p_in3_iopad3 ‘ ‘ LVDS
input event_p_in3

1049 | TOP Ivds_vref_t1 | pnllvds_vref | LVDS

1050 | TOP vss_go_lvds_t2 ‘ pnl_go_lvds ‘ LVDS

1051 | TOP link_iopad0_event_s_out_iopad4 \ | LVDS
output event_s_out

1052 | TOP vdd_vop_lvds_t1 ‘ pnl_vop_lvds ‘ LVDS

1053 | TOP link_iopad0_event_p_out4_iopadl ‘ ‘ LVDS
output event_p_out4

1054 | TOP vss_ges_lvds_t1 ‘ pnl_ges_lvds ‘ LVDS

1055 | TOP link_iopadO_event_p_out4_iopad2 ‘ ‘ LVDS
output event_p_out4d

1056 | TOP link_iopadO_event_p_out4_iopad3 ‘ ‘ LVDS
output event_p_out4

1057 | TOP vss_ges_lvds_t0 | pnlgeslvds | LVDS

1058 | TOP link_iopad0_event_s_in_iopad4 ‘ ‘ LVDS
input event_s_in

1059 | TOP vdd_vop_lvds_t0 | pnlvop_lvds | LVDS

1060 | TOP link_iopadO_event_p_in4_iopadl ‘ ‘ LVDS
input event_p_in4

1061 | TOP link_iopadO_event_p-in4_iopad2 ‘ ‘ LVDS
input event_p_ind

1062 | TOP vdd_ve_lvds_t0 | pulvc lvds | LVDS

1063 | TOP link_iopad0_event_p_in4_iopad3 ‘ ‘ LVDS
input event_p_in4

1064 | TOP vss_go_lvds_t1 | pulgo.lvds | LVDS

1065 | TOP clk_iopad0_lvds_ FOUT \ | LVDS
output FOUT

1066 | TOP clk_iopad0_lvds_clk_outer \ | LVDS

output

clk_outer
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1067 | TOP clk_iopad0_lvds_clk_in_iopad \ | LVDS
input clk_in_p,n

1068 | TOP vss_go_lvds_t0 ‘ pnl_go_lvds ‘ LVDS

1069 | TOP Ivds_vref_t0 | pnllvds_vref | LVDS

1070 | TOP pnl_filler_lvds_brk_t1 | pulfiller_Ivds_brk_$gLVDS Breaker

1071 | TOP pnl filler_std2sstl_t1 ‘ pnl filler_std2sstl ‘ SSTL Breaker

1072 | TOP V$s_go_ngpio_t0 | pul_gongpio | NGPIO

1073 | TOP hiz_pad_LINK_PAD _HIZ_GEN_1 _link hiz. | | NGPIO
input link_hiz_

1074 | TOP vss_ges_ngpio_t0 ‘ pnl_gcs_ngpio ‘ NGPIO

1075 | TOP hiz_pad_LINK_PAD _HIZ_GEN_2_link hiz._ | | NGPIO
input link_hiz_

1076 | TOP pnl filler 8g_t1 | pulfiller 8g | FILLER

1077 | TOP pnl_filler_dg_t1 | pulfiller 4g | FILLER

1078 | TOP pnl_filler_2g_t0 | pulfiller 2g | FILLER

Pull-up resistance and pull-down resistance of each cells are shown in the table below. (Cells which don’t

have resistors are not shown.)

Table 2.1: Pull-Up / Down Resistance value

Master Cell | R[] |I[A] [ E[V] | Pull-Up / Down
pnl_it2pus 82500 | 0.00004 | 3.3 | Pull-Up
pnl_it2pds 55000 | 0.00006 | 3.3 | Pull-Down
pnl_tf12it0pus8 | 82500 | 0.00004 | 3.3 | Pull-Up
pnl_tf12it0pd8 | 55000 | 0.00006 | 3.3 | Pull-Down
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Instruction Set

3.1 Instructions compatible with MIPS ISA

Responsive Multithreaded Processor supports instructions in MIPS ISA. Supported MIPS compatible

instructions are shown below.

3.1.1 Load / Store Instruction

LB Load Byte
8bit Load MIPS I
31 26 25 21 20 16 15 0

100000 base rt offset ‘
LB
Mnemonic:

LB rt, offset(base)
Function :

GPR[rt] + sign_extend(MEM.BYTE[GPRbase| + sign_extend(offset)])
Exception :

D-TLB No Entry Matched
D-TLB Protection Error

Overview :

Load a byte from memory as a 32-bit signed value.
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LBU

Load Byte Unsigned

8bit Unsigned Load

MIPS 1

31 26 25 21 20 16 15 0
100100 base rt offset
LBU

Mnemonic:

LBU rt, offset(base)
Function :

GPR[rt] « zero_extend(MEM.BYTE[GPR/[base] + sign_extend(offset)])
Exception :

D-TLB No Entry Matched
D-TLB Protection Error

Overview :

Load a byte from memory as 32-bit unsigned value.

SB Store Byte

8bit Store MIPS I

31 26 25 21 20 16 15 0
‘ 101000 base rt offset ‘
SB

Mnemonic:

SB rt, offset(base)
Function :

MEM.BYTE[GPR[base] + sign_extend(offset)] < GPR|[rt]
Exception :

D-TLB No Entry Matched
D-TLB Protection Error

Overview :

The least-significant byte is stored to memory as signed value.
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LH

Load Halfword

16bit Load

31 26 25 21 20 16 15

MIPS 1

100001 base rt

offset ‘

LH

Mnemonic:
LH rt, offset(base)

Function :

GPR[rt] + sign_extend( MEM.HWORD|GPR[base] + sign_extend(offset)])

Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Load)

Overview :

Load half word from memory. Loaded value is sign-extended and placed into GPR|[rt].

MIPS I

LHU Load Halfword Unsigned
16bit Unsigned Load
31 26 25 21 20 16 15 0
100101 base rt offset
LHU
Mnemonic:

LHU rt, offset(base)

Function :

GPR[rt] «+ zero_extend( MEM.HWORD|GPR[base| + sign_extend(offset)])

Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Load)

Overview :

Load a half word from memory. Loaded value is zero-extended and placed into GPR]rt].
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SH

Store Halfword

16bit Store

31 26 25 21 20 16 15

MIPS 1

| 101001 base rt

offset ‘

SH

Mnemonic:
SH rt, offset(base)

Function :

MEM.HWORD[GPR[base] + sign_extend(offset)] < GPR|rt]

Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Store)

Overview :

Store a half word.

LW

Load Word

32bit Load

31 26 25 21 20 16 15

MIPS 1

100011 base rt

offset

Lw

Mnemonic:
LW rt, offset(base)

Function :

GPR[rt] «+ MEM.WORD|[GPR[base] + sign_extend(offset)]

Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Load)

Overview :

Load a word from memory.
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SW Store Word
32bit Load MIPS 1
31 26 25 21 20 16 15 0

101011 base rt offset ‘
SW
Mnemonic:
SW rt, offset(base)
Function :
MEM.WORDI|GPR[base] + sign_extend(offset)] < GPR|rt]
Exception :
D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Store)
Overview :
Store 1 word to memory.

LWL Load Word Left
32bit unaligned load left MIPS I
31 26 25 21 20 16 15 0

100010 base rt offset
LWL
Mnemonic:

LWL rt, offset(base)

Function :

GPR[rt] < merge(GPR][rt], MEM[GPR[base] + sign_extend(offset)])

Exception :

D-TLB No Entry Matched
D-TLB Protection Error

Overview :

Load a word from an unaligned memory address. Using with LWR, unaligned 1 word can be

loaded to a GPR.
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LWR

Load Word Right

MIPS 1

32bit unaligned load right

31 26 25 21 20 16 15 0
100110 base rt offset
LWR

Mnemonic:

LWR rt, offset(base)

Function :

GPR[rt] < merge(MEM[GPR|base] + sign_extend(offset)], GPR]rt])

Exception :

D-TLB No Entry Matched
D-TLB Protection Error

Overview :

Load a word from an analigned memory address. Using with LWL, unaligned 1 word can be

loaded to a GPR.

SWL

Store Word Left

MIPS I

32bit unaligned store

31 26 25 21 20 16 15 0
101010 base rt offset
SWL

Mnemonic:

SWL rt, offset(base)

Function :

MEM[GPR[base] + sign_extend(offset)] < GPR|rt]

Exception :

D-TLB No Entry Matched
D-TLB Protection Error

Overview :

Store the most-significant part of a word to an unaligned memory address.
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SWR Store Word Right
32bit unaligned store MIPS 1
31 26 25 21 20 16 15 0

101110 base rt offset
SWR
Mnemonic:

SWR rt, offset(base)
Function :

MEM[GPR/[base] + sign_extend(offset)] < GPR]rt]
Exception :

D-TLB No Entry Matched
D-TLB Protection Error

Overview :

Store the least-significant part of a word to an unaligned memory address.

LL Load Linked Word
32-bit load for atomic read-modify-write MIPS 11
31 26 25 21 20 16 15 0

110000 base rt offset
LL
Mnemonic:

LL rt, offset(base)
Function :

GPR[rt] «+ MEM.WORD|GPR[base] + sign_extend(offset)]
LL bit < 1

Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Load)

Overview :

Load for Atomic Read-Modify-Write
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SC

Store Conditional Word

MIPS II

32-bit store for atomic read-modify-write
31 26 25 21 20 16 15 0
111000 base rt offset
SC
Mnemonic:

SC rt, offset(base)
Function :

if LL Bit = 1 then

MEM.WORD|GPR[base] + sign_extend(offset)] +— GPR|rt]

GPR[rt] + 1
else

GPR[rt] «+ 0
endif

Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Load)

Overview :

Perform a store operation for an Atomic Read-Modify-Write. It returns 1 if Atomic Read-

Modify-Write succeeds, otherwise returns 0.
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LWC1 Load Word to Floating Point

Load Word to a FP register MIPS 1

31 26 25 21 20 16 15 0

110001 base rt offset

LwC1

Mnemonic:

LWCL ft, offset(base)
Function :

FPR[ft] «+ MEM.WORD|GPR/[base] + sign_extend(offset)]
Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Load)

Overview :

Perform a load operation from memory to a floating-point register.

SWC1 Store Word from Floating Point

Store Word from FP register MIPS I

31 26 25 21 20 16 15 0

111001 base rt offset

SWC1

Mnemonic:

SWCT1 ft, offset(base)
Function :

MEM.WORD|GPR|base] + sign_extend (offset)] - FPR[ft]
Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Store)

Overview :

Perform a store operation to an memory from a floating-point register.
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LDC1 Load Doubleword to Floating Point
Load operation for FP registers MIPS 1
31 26 25 21 20 16 15 0

110101 base rt offset
LDC1
Mnemonic:

LDC1 ft, offset(base)
Function :

FPRI[ft] «+ MEM.DWORD|GPR[base] + sign_extend(offset)]
Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Load)

Overview :

Perform a load doubleword operation from memory to a FPR.

SDC1 Store Doubleword from Floating Point
64-bit store for FPRs MIPS 1
31 26 25 21 20 16 15 0

111101 base rt offset ‘
SDC1
Mnemonic:

SDC1 ft, offset(base)
Function :

MEM.DWORD|GPR[base] + sign_extend(offset)] < FPR]ft]
Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Store)

Overview :

Perform a 64-bit store operation to memory.
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3.1.2 Computational Instructions

ADDI

Add Immediate Word

MIPS I

Add Immediate

31 26 25 21 20 16 15 0
001000 rs rt immediate
ADDI

Mnemonic:

ADDI rt, rs, immediate

Function :

GPR[rt] + GPR]rs] + sign_extend(immediate)

Exception :

Overflow

Overview :

Add a constant to a 32-bit register.

ADDIU

Add Immediate Unsigned Word

MIPS 1

Unsigned Add Immediate
31 26 25 21 20 16 15 0
001001 rs rt immediate
ADDIU
Mnemonic:

ADDIU rt, rs, immediate

Function :

GPR[rt] <~ GPR]rs] + sign_extend(immediate)

Exception :
None

Overview :

Add a constant to a 32-bit register. No Integer Overflow exception occurs under any circum-

stances.
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SLTI

Set on Less Than Immediate

MIPS 1

To record the result of a less-than comparison with a constant.

31 26 25 21 20 16 15 0
001010 s rt immediate
SLTI

Mnemonic:

SLTT rt, rs, immediate
Function :

if GPR[rs] < sign_extend(immediate) then
GPR[rt] + 1

else
GPRIt] « 0

endif

Exception :
None
Overview :

Compare register value to constant.
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SLTIU Set on Less Than Immediate Unsigned
To record the result of an unsigned less-than comparison with a constant. MIPS 1
31 26 25 21 20 16 15 0
001011 s rt immediate
SLTIU
Mnemonic:

SLTTU rt, rs, immediate
Function :

if GPR[rs] < sign_extend(immediate) then
GPR[rt] + 1

else
GPRIt] « 0

endif

Exception :
None
Overview :

Compare register value and constant value as unsigned integers.

ANDI

And Immediate

MIPS 1

Logical AND Immediate

31 26 25 21 20 16 15 0
001100 s rt immediate
ANDI

Mnemonic:

ANDI rt, rs, immediate
Function :

GPR[rt] + GPR[rs] and zero_extend(immediate)
Exception :

None
Overview :

Perform a bitwise AND operation with a constant.
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ORI

Or Immediate

MIPS 1

Logical OR Immediate

31 26 25 21 20 16 15 0
001101 rs rt immediate
ORI

Mnemonic:

ORI rt, rs, immediate

Function :

GPR[rt] < GPR]rs] or zero_extend(immediate)

Exception :
None

Overview :

Perform a bitwise OR operation with a constant.

XORI

Exclusive Or Immediate

MIPS 1

Logical Exclusive OR Immediate.

31 26 25 21 20 16 15 0
001110 rs rt immediate
XORI

Mnemonic:

XORI rt, rs, immediate

Function :

GPR[rt] + GPR|rs] xor zero_extend(immediate)

Exception :
None
Overview :

Perform a bitwise XOR with a constant.
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LUI Load Upper Immediate
Load Upper Immediate MIPS 1
31 26 25 21 20 16 15 0

001111 00000 rt immediate
LUI 0
Mnemonic:

LUI rt, immediate
Function :

GPR[rt] « { immediate, 0000000000000000 }
Exception :

None
Overview :

Load a constant value into the upper half of a word.

ADD Add Word

Add a word MIPS I

31 26 25 2120 16 15 1110 6 5 0
000000 IS rt rd 00000 100000
SPECIAL 0 ADD

Mnemonic:

ADD rd, rs, 1t
Function :

GPR[rd] « GPR[rs] + GPRIrt]
Exception :

Overflow

Overview :

Peform an add operation.
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ADDU Add Unsigned Word
Unsigned Add MIPS 1
31 26 25 21 20 16 15 11 10 6 5 0

000000 rs rt rd 00000 100001

SPECIAL 0 ADDU

Mnemonic:

ADDU rd, rs, rt
Function :

GPR|[rd] + GPR[rs] + GPRJrt]
Exception :

None
Overview :

Perform an add operation. No Integer Overflow occurs under any circumstances.

SUB Subtract Word
Subtraction MIPS I

31 26 25 2120 16 15 1110 6 5 0
000000 IS rt rd 00000 100010
SPECIAL 0 SUB

Mnemonic:

SUB rd, rs, rt
Function :

GPR|[rd] + GPR[rs] — GPRJrt]
Exception :

Overflow

Overview :

Perform a subtract operation.
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SUBU Subtract Unsigned Word
Unsigned Subtraction MIPS 1
31 26 25 21 20 16 15 11 10 6 5 0

000000 s rt rd 00000 100011

SPECIAL 0 SUBU

Mnemonic:

SUBU rd, rs, rt
Function :

GPR[rd] + GPRJ[rs] — GPR|rt]
Exception :

None

Overview :

Perform a subtract operation. No Integer Overflow occurs under any circumstances.

SLT

Set on Less Than

Set on Less Than

31 26 25 21 20 16 15

MIPS 1

11 10 6 5 0

000000 IS rt rd

00000 101010

SPECIAL

Mnemonic:
SLT rd, rs, rt
Function :

if GPR[rs] < GPR]rt] then
GPR[rd] «+ 1

else
GPR[rd] «+- 0

endif

Exception :
None
Overview :

Compare register values and record the result.

0 SLT
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SLTU

Set on Less Than Unsigned

Unsigned Set on Less Than

31 26 25 21 20 16 15

MIPS 1

11 10 6 5 0

000000 rs rt

00000 101011

SPECIAL

Mnemonic:
SLTU rd, rs, rt
Function :

if GPR[rs] < GPR[rt] then
GPR[rd] « 1

else
GPR[rd] «+ 0

endif

Exception :
None

Overview :

0 SLTU

Compare register values as unsigned integers and record the result.

AND

And

Logical AND

31 26 25 21 20 16 15

MIPS 1

11 10 6 5 0

000000 IS rt

00000 100100

SPECIAL

Mnemonic:
AND rd, rs, rt
Function :
GPR[rd] + GPR[rs] and GPR]rt]
Exception :
None
Overview :

Perform a logical and operation.

0 AND



3.1. Instructions compatible with MIPS ISA

93

OR

Logical OR

31 26 25 21 20 16 15

MIPS 1

11 10 6 5 0

000000 rs rt

rd 00000 100101

SPECIAL

Mnemonic:
OR rd, rs, 1t
Function :
GPR[rd] + GPR[rs] or GPR]rt]
Exception :
None
Overview :

Perform a logical or operation.

0 OR

XOR

Exclusive Or

Logical Exclusive OR

31 26 25 21 20 16 15

MIPS 1

11 10 6 5 0

000000 IS rt

rd 00000 100110

SPECIAL

Mnemonic:
XOR rd, rs, rt
Function :
GPR|[rd] + GPR][rs] xor GPR|rt)
Exception :
None
Overview :

Perform a logical exclusive or operation.

0 XOR
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NOR

Not Or

Logical NOT OR

31 26 25 21 20 16 15

MIPS 1

11 10 6 5 0

000000 rs rt

00000 100111

SPECIAL

Mnemonic:
NOR rd, rs, rt
Function :
GPR[rd] < GPR[rs] nor GPR|rt]
Exception :
None
Overview :

Perform a logical NOR operation.

0 NOR

SLL

Shift Word Left Logical

Logical Shift Left

31 26 25 21 20 16 15

MIPS 1

11 10 6 5 0

000000 00000 rt

sa 000000

SPECIAL 0

Mnemonic:
SLL rd, rt, sa
Function :
GPR[rd] + GPR[rt] << sa
Exception :
None
Overview :

Perform a logical shift-left operation.

SLL
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SRL

Shift Word Right Logical

Logical Shift Right

31 26 25 21 20 16 15

MIPS 1

11 10 6 5 0

000000 00000 rt rd

sa 000010

SPECIAL 0

Mnemonic:
SRL rd, rt, sa
Function :
GPR[rd] + GPR[rt] >> sa
Exception :
None
Overview :

Perform a logical shift-right operation.

SRL

SRA

Shift Word Right Arithmetic

Arithmetic Shift Right

31 26 25 21 20 16 15

MIPS 1

11 10 6 5 0

000000 00000 rt rd

sa 000011

SPECIAL 0

Mnemonic:
SRA rd, rt, sa
Function :
GPR|[rd] + GPR[rt] >> sa
Exception :
None
Overview :

Perform an arithmetic shift-right.

SRA
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SLLV

Shift Word Left Logical Variable

Arithmetic Shift Left

31 26 25 21 20

16 15

MIPS 1

6 5 0

000000 | rs rt

rd

00000 [ 000100 |

SPECIAL

Mnemonic:
SLLV rd, rt, rs
Function :
GPR[rd] + GPR[rt] << GPR]rs]
Exception :
None
Overview :

Perform an arithmetic shift-left.

0 SLLV

SRLV

Shift Word Right Logical Variable

Logical Shift Right Variable

31 26 25 21 20

16 15

MIPS I

6 5 0

000000 IS rt

00000 000110

SPECIAL

Mnemonic:

SRLV rd, rt, rs
Function :

GPR[rd] + GPR[rt] >> GPR]rs]
Exception :

None

Overview :

Perform a logical shift-right variable.

0 SRLV



3.1. Instructions compatible with MIPS ISA

97

SRAV

Shift Word Right Arithmetic Variable

Arithmetic Shift Right Variable

31 26 25 21 20 16 15 11 10

MIPS 1

6 5 0

000000 rs rt rd

00000 000111

SPECIAL

Mnemonic:
SRAV rd, rt, rs
Function :
GPR[rd] + GPR[rt] >> GPR]rs]
Exception :
None
Overview :

Perform an arithmetic shift-right variable.

3.1.3 Jump / Branch Instructions

0 SRAV

J

Jump

Jump

31 26 25

MIPS 1

000010

instr_index

J

Mnemonic:
J target
Function :
pc + { pc[31:28], instr_index, 00 }
Exception :
None
Overview :

Branch within the current 256 MB aligned region.
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JAL Jump and Link
To procedure call within the current 256MB aligned region. MIPS 1

31 26 25 0
000011 instr_index
JAL

Mnemonic:
JAL target
Function :

pc < { pc[31:28], instr_index, 00 }
GPR[31] < pc + 8

Exception :
None
Overview :

Place the return address link in GPR 31. The return link is the address of the second instruction

following the branch, where execution would continue after a procedure call.

JR Jump Register

To branch to an instruction address in a register. MIPS 1

31 26 25 21 20 6 5 0
000000 rs 000000000000000 001000
SPECIAL 0 JR

Mnemonic:

JR 1s
Function :

pc + GPRJrs]
Exception :

None
Overview :

Jump to the effective target address in GPR rs. Execute the instruction following the jump, in

the branch delay slot, before jumping.
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JALR

Jump and Link Register

To procedure call to an instruction address in a register.

31 26 25 21 20 16 15

MIPS 1

000000 rs 00000 rd

001001

SPECIAL 0

Mnemonic:

JALR rs
JALR rd, rs

Function :

pc < GPR|rs]
GPR|rd] + pc + 8

Exception :
None

Overview :

JALR

(rd = 31 implied)

Place the return address link in GPR rd. The return link is the address of the second instruction

following the branch, where execution would continue after a procedure call.

BEQ

Branch on Equal

MIPS 1

To conditional branch.

31 26 25 21 20 16 15 0
000100 | rs rt |
BEQ

Mnemonic:

BEQ rts, rt, offset
Function :

if GPR[rs] = GPR]rt] then

branch
Exception :
None

Overview :

Compare GPR[rs] and GPR|rt] then do a PC-relative conditional branch if equal.
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BNE Branch on Not Equal
To conditional branch. MIPS I
31 26 25 21 20 16 15 0

000101 rs rt offset \
BNE
Mnemonic:

BNE rs, rt, offset
Function :

if GPR[rs] # GPR[rt] then

branch
Exception :
None
Overview :

Compare GPR[rs] and GPR[rt] then do a PC-relative conditional branch if not equal.

BLEZ Branch on Less Than or Equal to Zero
To conditional branch. MIPS I
31 26 25 21 20 16 15 0

000110 rs 00000 offset \
BLEZ 0
Mnemonic:

BLEZ rs, offset
Function :

if GPR[rs] < 0 then
branch

Exception :
None
Overview :

Test if a GPR is less than or equal to zero, then do a PC-relative conditional branch.
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BGTZ

Branch on Greater Than Zero

MIPS 1

To conditional branch.

31 26 25 21 20 16 15 0
000111 rs 00000 offset \
BGTZ 0

Mnemonic:

BGTZ rs, offset
Function :

if GPR[rs] > 0 then

branch
Exception :
None

Overview :

Test if a GPR is greater than zero, then do a PC-relative conditional branch.

BEQL

Branch on Equal Likely

MIPS 11

To conditional branch.

31 26 25 21 20 16 15 0

[ o0w0100 ] rs rt offset |
BEQL

Mnemonic:

BEQL rs, rt, offset
Function :

if GPR[rs] = GPR]rt] then
branch _likely

Exception :
None

Overview :

To compare GPRs then do a PC-relative conditional branch; execute the delay slot only if the

branch is taken.
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BNEL

Branch on Not Equal Likely

MIPS II

To conditional branch.

31 26 25 21 20 16 15 0
010101 s rt offset ‘
BNEL

Mnemonic:

BNEL rs, rt, offset
Function :

if GPR[rs] # GPR[rt] then
branch_likely

Exception :
None

Overview :

To compare GPRs then do a PC-relative conditional branch; execute the delay slot only if the

branch is taken.

BLEZL Branch on Less Than or Equal to Zero Likely
To conditional branch. MIPS 11
31 26 25 21 20 16 15 0

010110 rs 00000 offset \
BLEZL 0
Mnemonic:

BLEZL rs, offset
Function :

if GPR[rs] < 0 then
branch _likely

Exception :
None

Overview :

To test a GPR then do a PC-relative conditional branch; execute the delay slot only if the

branch is taken.
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BGTZL

Branch on Greater Than to Zero Likely

MIPS II

To conditional branch.
31 26 25 21 20 16 15 0
010111 rs 00000 offset \
BGTZL 0
Mnemonic:

BGTZL rs, offset
Function :

if GPR[rs] > 0 then
branch_likely

Exception :
None

Overview :

To test a GPR then do a PC-relative conditional branch; execute the delay slot only if the

branch is taken.

BLTZ

Branch on Less Than Zero

MIPS 1

To conditional branch.
31 26 25 21 20 16 15 0
000001 rs 00000 offset
REGIMM BLTZ
Mnemonic:

BLTZ rs, offset
Function :

if GPR[rs] < 0 then

branch
Exception :
None
Overview :

To test a GPR then do a PC-relative conditional branch.
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BGEZ Branch on Greater Than or Equal to Zero
To conditional branch. MIPS 1
31 26 25 21 20 16 15 0
000001 rs 00001 offset \
REGIMM BGEZ
Mnemonic:

BGEZ rs, offset
Function :

if GPR[rs] > 0 then

branch
Exception :
None

Overview :

To test a GPR then do a PC-relative conditional branch.

MIPS 1

BLTZAL Branch on Less Than Zero and Link
To conditional procedure call.
31 26 25 21 20 16 15 0
000001 s 10000 offset
REGIMM BLTZAL
Mnemonic:

BLTZAL rs, offset
Function :

if GPRIrs] < 0 then
branch
GPR[31] « pc + 8

Exception :
None

Overview :

To test a GPR then do a PC-relative conditional procedure call.
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BGEZAL Branch on Greater Than or Equal to Zero and Link
To conditional procedure call. MIPS 1
31 26 25 21 20 16 15 0

000001 rs 10001 offset

REGIMM BGEZAL

Mnemonic:

BGEZAL rs, offset
Function :

if GPR[rs] > 0 then
branch
GPRJ[31] + pc + 8

Exception :
None
Overview :

To test a GPR then do a PC-relative conditional procedure call.

BLTZL Branch on Less Than Zero Likely
To conditional branch. MIPS 11
31 26 25 21 20 16 15 0

000001 rs 00010 offset \

REGIMM BLTZL

Mnemonic:

BLTZL rs, offset
Function :

if GPR[rs] < 0 then
branch_likely

Exception :
None
Overview :

To test a PC-relative conditional branch; execute the delay slot only if the branch is taken.
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BGEZL

Branch on Greater Than or Equal to Zero Likely

To conditional branch.

31 26 25

MIPS II

000001 IS

REGIMM

Mnemonic:
BGEZL rs, offset
Function :

if GPR[rs] > 0 then
branch_likely

Exception :
None

Overview :

To test a PC-relative conditional branch; execute the delay slot only if the branch is taken.

BLTZALL

Branch on Less Than Zero and Link Likely

To conditional procedure call.

31 26 25

MIPS 11

000001 rs

REGIMM

Mnemonic:
BLTZALL rs, offset
Function :

if GPRIrs] < 0 then
branch_likely

GPR[31] « pc + 8

Exception :
None

Overview :

BLTZALL

Place the return address link in GPR 31. The return link is the address of the second instruction

following the branch (not the branch itself), where execution would continue after a procedure

call.
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BGEZ ALLBranch on Greater Than or Equal to Zero and Link Likely

To conditional procedure call. MIPS 11
31 26 25 21 20 16 15 0
000001 IS 10011 offset
REGIMM BGEZALL
Mnemonic:

BGEZALL rs, offset
Function :

if GPR[rs] > 0 then
branch_likely
GPRJ[31] + pc + 8

Exception :
None
Overview :

Place the return address link in GPR 31. The return link is the address of the second instruction
following the branch (not the branch itself), where execution would continue after a procedure

call.

3.1.4 Floating-Point Instructions

MTC1 Move Word to Floating Point
Move a word to FPR MIPS 1

31 26 25 21 20 16 15 11 10 0
010001 00100 rt fs 00000000000 ‘
COP1 MT 0

Mnemonic:

MTCI rt, fs
Function :

FPR|[fs] + GPR]rt)
Exception :

None
Overview :

Move a word to FPR from GPR.
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MFC1

Move Word from Floating Point

Move a word from FPR

31 26 25 21 20

16 15

11 10

MIPS 1

010001 00000 rt

fs

00000000000 \

COP1 MF

Mnemonic:

MFC1 rt, fs
Function :

GPR[rt] + FPRJ[fs]
Exception :

None
Overview :

Move a word from FPR to GPR.

0

ADD.fmt

Floating Point Add

FP Add

31 26 25 21 20

16 15

11 10

MIPS 1

010001 fmt ft

fs

fd

| oooooo |

COP1

Mnemonic:

ADDS fd, fs, ft
ADD.D fd, fs, ft

Function :
FPR|[{d] + FPR][fs] + FPR]ft]
Exception :

Floating Point Invalid Operation
Floating Point Inexact

Floating Point Overflow
Floating Point Underflow

Overview :

Perform an add operation.

ADD

(fmt = 10000)
(fmt = 10001)
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SUB.fmt Floating Point Subtract
FP Sub MIPS 1
31 26 25 21 20 16 15 11 10 6 0
010001 fmt ft fs fd | 000001
COP1 SUB
Mnemonic:

SUB.S fd, fs, ft
SUB.D fd, fs, ft

Function :
FPR[fd] + FPR]fs] — FPR]ft]
Exception :

Floating Point Invalid Operation
Floating Point Inexact

Floating Point Overflow
Floating Point Underflow

Overview :

Perform a subtract operation.

(fmt = 10000)
(fmt = 10001)
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MUL.fmt Floating Point Multiply
To multiply floating-point values. MIPS 1
31 26 25 21 20 16 15 11 10 6 5 0
010001 fmt ft fs fd 000010
COP1 MUL
Mnemonic:

MULL.S fd, fs, ft
MUL.D fd, fs, ft

Function :
FPR[fd] «+ FPR][fs] x FPR]ft]
Exception :

Floating Point Invalid Operation
Floating Point Inexact

Floating Point Overflow
Floating Point Underflow

Overview :

Perform a multiply operation.

(fmt = 10000)
(fmt = 10001)
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DIV .fmmt Floating Point Divide
To divide a floating-point value. MIPS 1
31 26 25 21 20 16 15 1110 6 5 0

010001 fmt ft fs fd 000011

COP1 DIV
Mnemonic:

DIV.S fd, fs, ft (fmt = 10000)

DIV.D fd, fs, ft (fmt = 10001)
Function :

FPR[{d] «+ FPR]fs] / FPRJft]
Exception :

Floating Point Invalid Operation
Floating Point Inexact

Floating Point Overflow
Floating Point Underflow
Floating Point Divide By 0

Overview :

Perform a divide operation.
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ABS.fmt Floating Point Absolute Value

To compute the absolute value of FP value. MIPS 1
31 26 25 21 20 16 15 11 10 6 5 0

010001 fmt 00000 fs fd 000101

COP1 0 ABS
Mnemonic:

ABS.S fd, fs (fmt = 10000)

ABS.D fd, fs (fmt = 10001)
Function :

FPR][fd] < abs( FPR]fs] )
Exception :

Floating Point Invalid Operation

Overview :

The absolute value of the value in FPR fs is placed in FPR fd. The operand and result are

values in format fmt.
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NEG.fmt Floating Point Negate
To negate an FP value. MIPS 1
31 26 25 21 20 16 15 1110 6 5 0

010001 fmt 00000 fs fd 000111

COP1 0 NEG
Mnemonic:

NEG.S fd, fs (fmt = 10000)

NEG.D {d, fs (fmt = 10001)
Function :

FPR[fd] + —( FPR]fs] )
Exception :

Floating Point Invalid Operation

Overview :

The value in FPR fs is negated and placed into FPR fd. The value is negated by changing the

sign bit value. The operand and result are values in format fmt.
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MOV .fmt Floating Point Move

To move an FP value between FPRs. MIPS I
31 26 25 21 20 16 15 1110 6 5 0

010001 fmt 00000 fs fd I 000110 ‘

COP1 0 MOV
Mnemonic:

MOV S fd, fs (fmt = 10000)

MOV.D {d, fs (fmt = 10001)
Function :

FPR[fd] + FPRIfs]
Exception :
None

Overview :

The value in FPR fs is placed into FPR fd. The source and destination are values in format

fmt.
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CVT.S.fmt Floating Point Convert to Single Floating Point
To convert an FP or fixed-point value to single FP. MIPS 1
31 26 25 21 20 16 15 11 10 6 5 0

010001 fmt 00000 fs fd 100000

COP1 0 CVT.S
Mnemonic:

CVT.S.D fd, fs (fmt = 10001)

CVT.S.W {d, fs (fmt = 10100)
Function :

FPR[fd] < convert_and_round( FPRIfs] )
Exception :

Floating Point Invalid Operation
Floating Point Inexact

Floating Point Overflow
Floating Point Underflow

Overview :

The value in FPR fs in format fmt is converted to a value in single floating-point format rounded

according to the current rounding mode in FCSR. The result is placed in FPR fd.
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CVT.D.fmt Floating Point Convert to Double Floating Point

To convert an FP or fixed-point value to double FP. MIPS 1
31 26 25 21 20 16 15 11 10 6 5 0

010001 fmt 00000 fs fd 100001

COP1 0 CVT.D
Mnemonic:

CVT.D.S fd, fs (fmt = 10000)

CVT.D.W {d, fs (fmt = 10100)
Function :

FPR[fd] < convert_and_round( FPRIfs] )
Exception :

Floating Point Invalid Operation

Floating Point Inexact

Overview :

The value in FPR fs in format fmt is converted to a value in double floating-point format rounded

according to the current rounding mode in FCSR. The result is placed in FPR fd.
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ROUND.W.fmt Floating Point Round to Word Fixed Point
To convert an FP value to 32-bit fixed-point, rounding to nearest. MIPS 11
31 26 25 21 20 16 15 1110 6 5 0

010001 fmt 00000 fs fd 001100

COP1 0 ROUND.W
Mnemonic:

ROUND.W.S {d, fs (fmt = 10000)

ROUND.W.D fd, fs (fmt = 10001)
Function :

FPR[fd] < convert_and_round( FPRIfs] )
Exception :

Floating Point Invalid Operation
Floating Point Inexact

Floating Point Overflow

Overview :

The value in FPR fs in format fmt, is converted to a value in 32-bit word fixed-point format

rounding to nearest/even (rounding mode 0). The result is placed in FPR fd.
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TRUNC.W.fmt Floating Point Truncate to Word Fixed Point
To convert an FP value to 32-bit fixed-point, rounding toward zero. MIPS 11
31 26 25 21 20 16 15 1110 6 5 0

010001 fmt 00000 fs fd 001101

COP1 0 TRUNC.W
Mnemonic:

TRUNC.W.S {d, fs (fmt = 10000)

TRUNC.W.D fd, fs (fmt = 10001)
Function :

FPR[fd] < convert_and_round( FPRIfs] )
Exception :

Floating Point Invalid Operation
Floating Point Inexact

Floating Point Overflow

Overview :

The value in FPR fs in format fmt, is converted to a value in 32-bit word fixed-point format

using rounding toward zero (rounding mode 1)). The result is placed in FPR fd.
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CEIL.W.fmt Floating Point Ceiling to Word Fixed Point
To convert an FP value to 32-bit fixed-point, rounding up. MIPS 11
31 26 25 21 20 16 15 1110 6 5 0

010001 fmt 00000 fs fd 001110

COP1 0 CEIL.W
Mnemonic:

CEIL.W.S fd, fs (fmt = 10000)

CEIL.W.D fd, fs (fmt = 10001)
Function :

FPR[fd] < convert_and_round( FPRIfs] )
Exception :

Floating Point Invalid Operation
Floating Point Inexact

Floating Point Overflow

Overview :

The value in FPR fs in format fmt, is converted to a value in 32-bit word fixed-point format

rounding toward +oo (rounding mode 2). The result is placed in FPR fd.
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FLOOR.W.fmt Floating Point Floor Convert to Word Fixed Point

To convert an FP value to 32-bit fixed-point, rounding down. MIPS 11
31 26 25 21 20 16 15 11 10 6 5 0

010001 fmt 00000 fs fd 001111

COP1 0 FLOOR. W
Mnemonic:

FLOOR.W.S fd, fs (fmt = 10000)

FLOOR.W.D fd, fs (fmt = 10001)
Function :

FPR[fd] < convert_and_round( FPRIfs] )
Exception :

Floating Point Invalid Operation
Floating Point Inexact

Floating Point Overflow

Overview :

The value in FPR fs in format fmt, is converted to a value in 32-bit word fixed-point format

rounding toward —oo (rounding mode 3). The result is placed in FPR fd.
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3.1.5 Miscellaneous Instructions

SYSCALL

System Call

To system call.

31 26 25

000000 00000000000000000000

001100

SPECIAL 0

Mnemonic:
SYSCALL
Function :
exception(system_call)
Exception :

System Call

Overview :

Cause a System Call exception.

SYSCALL

MIPS 1

BREAK

Breakpoint

Breakpoint

31 26 25

000000 00000000000000000000

001101

SPECIAL 0

Mnemonic:
BREAK
Function :
exception(breakpoint)
Exception :

Break Point

Overview :

Cause a breakpoint exception.

BREAK

MIPS 1
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TGE Trap if Greater or Equal
To compare GPRs and do a conditional Trap. MIPS 11

31 26 25 21 20 16 15 6 5 0
000000 rs rt 0000000000 110000
SPECIAL 0 TGE

Mnemonic:
TGE rs, rt
Function :

if GPR[rs] > GPR[rt] then

exception(trap)
Exception :

Trap

Overview :

Compare the contents of GPR rs and GPR rt as signed integers; if GPR rs is greater than or
equal to GPR rt then take a Trap exception.

TGEU Trap if Greater or Equal Unsigned
To compare GPRs and do a conditional Trap. MIPS 1T

31 26 25 21 20 16 15 6 5 0
000000 IS rt 0000000000 110001
SPECIAL 0 TGEU

Mnemonic:
TGEU rs, rt
Function :

if GPR]rs] > GPR]rt] then

exception(trap)
Exception :

Trap

Overview :

Compare the contents of GPR rs and GPR rt as unsigned integers; if GPR rs is greater than or
equal to GPR rt then take a Trap exception.
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TLT Trap if Less Than
To compare GPRs and do a conditional Trap. MIPS 11

31 26 25 21 20 16 15 6 5 0

000000 rs rt 0000000000 110010

SPECIAL 0 TLT

Mnemonic:
TLT rs, rt
Function :

if GPR[rs] < GPR[rt] then

exception(trap)
Exception :

Trap

Overview :

Compare the contents of GPR rs and GPR rt as signed integers; if GPR rs is less than GPR rt

then take a Trap exception.

TLTU Trap if Less Than Unsigned
To compare GPRs and do a conditional Trap. MIPS 1T

31 26 25 21 20 16 15 6 5 0

000000 IS rt 0000000000 110011

SPECIAL 0 TLTU

Mnemonic:
TLTU rs, rt
Function :

if GPR[rs] < GPR[rt] then

exception(trap)
Exception :

Trap

Overview :

Compare the contents of GPR rs and GPR rt as unsigned integers; if GPR rs is less than GPR

rt then take a Trap exception.
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TEQ Trap if Equal
To compare GPRs and do a conditional Trap. MIPS 11
31 26 25 21 20 5 0
000000 | rs rt 0000000000 110100 |
SPECIAL 0 TEQ
Mnemonic:
TEQ rs, rt
Function :

if GPR[rs] = GPR[rt] then

exception(trap)
Exception :

Trap

Overview :

Compare the contents of GPR[rs| and GPR]rt] as signed integers; if GPR/[rs] is equal to GPR|rt]

then take a Trap exception.

TNE

Trap if Not Equal

To conditional trap.

31 26 25 21 20

MIPS II

000000 IS rt

0000000000

110110

SPECIAL

Mnemonic:
TEQ rs, rt
Function :

if GPR[rs] # GPR]rt] then

exception(trap)
Exception :

Trap

Overview :

If GPR|rs] is not equal to GPR]rt], then take a Trap exception.

0

TNE
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TGEI

Trap if Greater or Equal Immediate

MIPS II

To conditional trap.
31 26 25 21 20 16 15 0
000001 s 01000 immediate
REGIMM TGEI
Mnemonic:

TGEI rs, immediate
Function :

if GPR[rs] > sign_extend( immediate ) then

exception(trap)
Exception :

Trap

Overview :

If GPR|rs] is greather or equal to immediate value, then take a Trap exception.

TGEIU

Trap if Greater or Equal Immediate Unsigned

MIPS II

To conditional trap.
31 26 25 21 20 16 15 0
000001 rs 01001 immediate
REGIMM TGEIU
Mnemonic:

TGEIU rs, immediate
Function :

if GPR[rs] > sign_extend( immediate ) then

exception(trap)
Exception :

Trap

Overview :

If GPR]rs] is greater or equal to immediate value, then take a Trap exception. Values are treated

as unsigned.
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TLTI

Trap if Less Than Immediate

MIPS II

To conditional trap.
31 26 25 21 20 16 15 0
000001 IS 01010 immediate
REGIMM TLTI
Mnemonic:

TLTT rs, immediate
Function :

if GPR[rs] < sign_extend( immediate ) then

exception(trap)
Exception :

Trap

Overview :

If GPR|rs] is less than immediate valeu, then take a Trap exception.

TLTIU

Trap if Less Than Immediate Unsigned

MIPS II

To conditional trap.
31 26 25 21 20 16 15 0
000001 rs 01010 immediate
REGIMM TLTIU
Mnemonic:

TLTIU rs, immediate
Function :

if GPR[rs] < sign_extend( immediate ) then

exception(trap)
Exception :

Trap

Overview :

If GPR[rs] is less than immediate value, then take a Trap exception. Values are treated as

unsigned.
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TEQI

Trap if Equal Immediate

MIPS II

To conditional trap.
31 26 25 21 20 16 15 0
000001 | s | o100 | immediate
REGIMM TEQI
Mnemonic:

TEQI rs, immediate
Function :

if GPR[rs] = sign_extend( immediate ) then

exception(trap)
Exception :

Trap

Overview :

If GPR|rs] is equal to immediate value, then take a Trap exception.

TNEI

Trap if Not Equal Immediate

MIPS II

To conditional trap.
31 26 25 21 20 16 15 0
000001 rs 01110 immediate
REGIMM TNEI
Mnemonic:

TNEI rs, immediate
Function :

if GPR[rs] # sign_extend( immediate ) then

exception(trap)
Exception :

Trap

Overview :

If GPRJrs] is not equal to immediate value, then take a Trap exception.
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3.2 Instructions which are not compatible with MIPS ISA

Responsive Multithreaded Processor instructions which aren’t compatible with MIPS ISA is shown below.

3.2.1 Computational Instructions

DADDI

Doubleword Add Immediate

64bit Add Immediate

31 26 25 21 20 16 15

MIPS III modified

0

011000 rs rt

immediate

DADDI

Mnemonic:
DADDI rt, rs, immediate

Function :

FPR|[rt] « FPR[rs] + sign_extension(immediate)

Exception :

Overflow

Overview :

Add 64-bit integers. In Responsive Multithreaded Processor, this operation is executed on floating

point registers.
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DADDIU Doubleword Add Immediate Unsigned
64bit Add Immediate MIPS IIT modified
31 26 25 21 20 16 15 0

011001 rs rt immediate ‘

DADDIU

Mnemonic:

DADDIU rt, rs, immediate
Function :

FPR|[rt] < FPR[rs|] + sign_extension(immediate)
Exception :

None
Overview :

Add 64-bit integers. This instruction doesn’t trap on overflow. In Responsive Multithreaded

Processor, this operation is executed on floating point registers.

DADD Doubleword Add

64bit Addition MIPS III modified
31 26 25 21 20 16 15 11 10 6 5 0
000000 s rt rd 00000 101100
SPECIAL 0 DADD
Mnemonic:

DADD rd, rs, rt
Function :

FPR[rd] + FPRJrs] + FPR]rt]
Exception :

Overflow

Overview :

Add 64-bit integers. In Responsive Multithreaded Processor, this operations is executed on

floating point registers.
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DADDU Doubleword Add Unsigned
64bit Addition MIPS IIT modified
31 26 25 21 20 16 15 11 10 6 5 0

000000 rs rt rd 00000 101101 |

SPECIAL 0 DADDU

Mnemonic:

DADDU rd, rs, rt
Function :

FPR[rd] + FPRIrs|] + FPR|rt]
Exception :

None
Overview :

Add 64-bit integers. This instruction doesn’t trap on overflow. In Responsive Multithreaded

Processor, this operation is executed on floating point registers.

DSUB Doubleword Subtract
64bit Subtraction MIPS III modified
31 26 25 21 20 16 15 11 10 6 5 0

000000 s rt rd 00000 101110

SPECIAL 0 DSUB

Mnemonic:

DSUB rd, rs, rt
Function :

FPR[rd] + FPRJrs] — FPR]rt]
Exception :

Overflow

Overview :

Perform a subtraction. In Responsive Multithreaded Processor, this operations is executed on

floating point registers.
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DSUBU Doubleword Subtract Unsigned
64bit Subtraction MIPS IIT modified
31 26 25 21 20 16 15 11 10 6 5 0
| 000000 rs rt rd 00000 101111 |

SPECIAL 0 DSUBU
Mnemonic:

DSUBU rd, rs, rt
Function :

FPR[rd] - FPR[rs] — FPR][rt]
Exception :

None
Overview :

Perform a subtraction. This instruction doesn’t trap on overflow. In Responsive Multithreaded

Processor, this operation is executed on floating point registers.

DSLL Doubleword Shift Left Logical
64bit Shift Left Logical MIPS III modified
31 26 25 21 20 16 15 11 10 6 5 0

000000 00000 rt rd sa 111000

SPECIAL 0 DSLL

Mnemonic:

DSLL rd, rt, sa
Function :

FPR[rd] «+ FPR[rt] < sa
Exception :

None
Overview :

Perform a logical shift-left. In Responsive Multithreaded Processor, this operation is executed

on floating point registers.
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DSRL Doubleword Shift Right Logical
64bit Shift Right Logical MIPS IIT modified
31 26 25 21 20 16 15 6 5 0
000000 00000 rt rd sa 111010
SPECIAL 0 DSRL
Mnemonic:

DSRL rd, rt, sa
Function :

FPR[rd] + FPRIrt] > sa
Exception :

None

Overview :

Perform a logical shift-right. In Responsive Multithreaded Processor, this operation is executed

on floating point registers.

DSRA Doubleword Shift Right Arithmetic
64bit Shift Right Arithmetic MIPS III modified
31 26 25 21 20 16 15 6 5 0

000000 00000 rt rd sa 111011

SPECIAL 0 DSRA

Mnemonic:

DSRA rd, rt, sa
Function :

FPR[rd] < FPR[rt] > sa
Exception :

None

Overview :

Perform a arithmetic shift-right. In Responsive Multithreaded Processor, this operation is exe-

cuted on floating point registers.
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DSLL32 Doubleword Shift Left Logical plus 32
64bit Shift Left Logical MIPS IIT modified
31 26 25 21 20 16 15 11 10 6 5 0

000000 00000 rt rd sa 111100

SPECIAL 0 DSLL32

Mnemonic:

DSLL32 rd, rt, sa
Function :

FPR[rd] + FPR[rt] < (sa + 32)
Exception :

None
Overview :

Perform a logical shift-left. In Responsive Multithreaded Processor, this operation is executed

on floating point registers.

DSRL32 Doubleword Shift Right Logical plus 32
64bit Shift Right Logical MIPS III modified
31 26 25 21 20 16 15 11 10 6 5 0

000000 00000 rt rd sa 111110

SPECIAL 0 DSRL32

Mnemonic:

DSRL32 rd, rt, sa
Function :

FPR[rd] < FPR[rt] > (sa + 32)
Exception :

None
Overview :

Perform a logical shift-right. In Responsive Multithreaded Processor, this operation is executed

on floating point registers.
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DSRA32 Doubleword Shift Right Arithmetic plus 32
64bit Shift Right Arithmetic MIPS IIT modified
31 26 25 21 20 6 5 0
000000 00000 rt sa 111111
SPECIAL 0 DSRA32
Mnemonic:

DSRA32 rd, rt, sa
Function :

FPR[rd] - FPR[rt] > (sa + 32)
Exception :

None

Overview :

Perform a arithmetic shift-right. In Responsive Multithreaded Processor, this operation is exe-

cuted on floating point registers.

DSLLV Doubleword Shift Left Logical Variable
64bit Shift Left Logical MIPS III modified
31 26 25 21 20 6 5 0

000000 s rt 00000 010100

SPECIAL 0 DSLLV

Mnemonic:

DSLLV rd, rt, rs
Function :

FPR[rd] «+ FPR[rt] < FPR/rs]
Exception :

None

Overview :

Perform a logical shift-left. In Responsive Multithreaded Processor, this operation is executed

on floating point registers.
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DSRLV Doubleword Shift Right Logical Variable
64bit Shift Right Logical MIPS IIT modified
31 26 25 21 20 16 15 11 10 6 5 0

000000 rs rt rd 00000 010110

SPECIAL 0 DSRLV

Mnemonic:

DSRLV rd, rt, rs
Function :

FPR[rd] + FPRIrt] > FPR]rs]
Exception :

None
Overview :

Perform a logical shift-right. In Responsive Multithreaded Processor, this operation is executed

on floating point registers.

DSRAV Doubleword Shift Right Arithmetic Variable
64bit Shift Right Arithmetic MIPS III modified
31 26 25 21 20 16 15 11 10 6 5 0

000000 rs rt rd 00000 010111

SPECIAL 0 DSRAV

Mnemonic:

DSRAV rd, rt, rs
Function :

FPR[rd] < FPR[rt] > FPR/rs]
Exception :

None
Overview :

Perform a arithmetic shift-right. In Responsive Multithreaded Processor, this operation is exe-

cuted on floating point registers.
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MULT Multiply Word
Multiply signed integers MIPS I modified
31 26 25 21 20 16 15 11 10 6 5 0
000000 rs rt rd 00000 011000
SPECIAL 0 MULT
Mnemonic:

MULT rd, rs, rt
Function :

GPR[rd] + GPR[rs] x GPR|rt]
Exception :

None

Overview :

The 32-bit word in GPR]rt] is multiplied by the 32-bit value in GPR[rs]]. In Responsive Multi-

threaded Processor, this instruction has 3 operands, and the low-order 32-bit word of the result

is placed into GPR[rd].

MULTU Multiply Word Unsigned
Multiply unsigned integers MIPS I modified
31 26 25 21 20 16 15 11 10 6 5 0

000000 rs rt rd 00000 011001

SPECIAL 0 MULTU

Mnemonic:

MULTU rd, rs, rt
Function :

GPR[rd] + GPR[rs] x GPR|rt]
Exception :

None

Overview :

Perform a unsigned multiplication. In Responsive Multithreaded Processor, this instruction has
3 operands, and the low-order 32-bit word of the result is placed into GPR][rd].
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DIV Divide Word
Signed division MIPS I modified
31 26 25 21 20 16 15 11 10 6 5 0

000000 rs rt rd 00000 011010

SPECIAL 0 DIV

Mnemonic:

DIV rd, rs, rt
Function :

GPR[rd] + GPR[rs] + GPR|rt]
Exception :

Divide by Zero

Overview :

Perform a signed division. In Responsive Multithreaded Processor, this instruction has 3

operands, and the quotient is placed into GPR[rd].

DIVU Divide Word Unsigned
Unsigned division MIPS I modified
31 26 25 21 20 16 15 11 10 6 5 0

000000 s rt rd 00000 011011

SPECIAL 0 DIVU

Mnemonic:

DIVU rd, rs, rt
Function :

GPR[rd] + GPR[rs] + GPR|rt]
Exception :

Divide by Zero

Overview :

Perform a unsigned division. In Responsive Multithreaded Processor, this instruction has 3

operands, and the quotient is placed into GPR[rd].
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DMULT Doubleword Multiply
Signed 64-bit Multiplication MIPS IIT modified
31 26 25 21 20 16 15 11 10 6 5 0

000000 s rt rd 00000 011100

SPECIAL 0 DMULT

Mnemonic:

DMULT rd, rs, rt
Function :

FPR[rd] + FPRIrs] x FPR|[rt]
Exception :

None
Overview :

Perform a multiplication. In Responsive Multithreaded Processor, this instruction has 3
operands, and the low-order 64-bit word of the result is placed into FPR|rd].

DMULTU Doubleword Multiply Unsigned
Unsigned 64-bit Multiplication MIPS III modified
31 26 25 21 20 16 15 11 10 6 5 0

000000 rs rt rd 00000 011101

SPECIAL 0 DMULTU

Mnemonic:

DMULTU rd, rs, rt
Function :

FPR[rd] + FPRIrs] x FPR|[rt]
Exception :

None
Overview :

Perform a unsigned multiprication. In Responsive Multithreaded Processor, this instruction has
3 operands, and the low-order 64-bit word of the result is placed into FPR|rd].
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3.2.2 Floating-Point Instructions

C.cond.fmt Floating-Point Compare
Floating-Point Compare MIPS I modified
31 26 25 21 20 16 15 11 10 6 5 4 3 0

010001 fmt fit fs 00000 | 11 [ cond
COP1 0 FC
Mnemonic:
C.cond.S fs, ft (fmt = 10000)
C.cond.D fs, ft (fmt = 10001)
Function :

FPR][7] + FPR]fs| conpare_cond FPR]ft]
Exception :

Floating Point Invalid

Overview :

FENBGR DL % 1T 5. Responsive Multithreaded Processor TIZ AT —X ALYV AR T L,
FE/NSR L U A ZITHER DI S 5. S (cond) 121, eq, le, 1t, ult, f, sf, un, ueq, seq,
ngt, ngl, ngle, ole, ule, olt, nge D ENNIFET 5.
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BC1T Branch on FP True
Branch on FP True MIPS I modified

31 26 25 2120 18171615 0
010001 01000 | 000 Jo]1] offiset \
COP1 BC 9 ndtf

Mnemonic:
BCIT offset
Function :

if FPR[7] = 1 then

branch
Exception :
None
Overview :

If FPR[7] is true (value ’1’), then branch to effective target address. In Responsive Multithreaded

Processor, this instruction tests FPR[7], not status register.

BC1F Branch on FP False
Branch on FP False MIPS I modified

31 26 25 2120 181716 15 0
010001 01000 | o000 [ofo] offset
COP1 BC 9 ndtf

Mnemonic:
BC1F offset
Function :

if FPR[7] = 0 then

branch
Exception :
None
Overview :

If FPR[7] is false (value '0%), then branch to effective target address. In Responsive Multithreaded

Processor, this instruction tests FPR[7], not status register.
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BC1TL Branch on FP True Likely
Branch on FP True Likely MIPS II modified
31 26 25 21 20 18 17 16 15 0

010001 01000 [ o000 [1]1] offset
COP1 BC 9 nd tf
Mnemonic:

BCI1TL offset
Function :

if FPR[7] = 1 then
branch_likely

Exception :
None
Overview :

If FPR[7] is true (value ’1’), then branch to effective target address. In Responsive Multithreaded

Processor, this instruction tests FPR[7], not status register.

BC1FL Branch on FP False Likely
Branch on FP False Likely MIPS II modified
31 26 25 2120 181716 15 0

010001 01000 | o000 [1]o] offset
COP1 BC 9 ndtf
Mnemonic:

BCI1FL offset
Function :

if FPR[7] = 0 then
branch _likely

Exception :
None
Overview :

If FPR[7] is false (value ’0%), then branch to effective target address. In Responsive Multithreaded

Processor, this instruction tests FPR][7], not status register.
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3.2.3 Other Instructions

SYNC

Synchronize Operation

To order instruction executions

MIPS II modified

31 26 25 6 5 0
000000 000000000000000 I 001111 ‘
SPECIAL 0 SYNC
Mnemonic:
SYNC
Function :

synchronize_operation_order()

Exception :
None

Overview :

In Responsive Multithreaded Processor, instructions are executed Out-of-Order. SYNC guaran-

tees instruction execution order before and after its execution. In other words, instructions after
SYNC cannot be executed before SYNC. In addition, SYNC cannot be executed speculatively,

it can be used to control speculative execution.

3.2.4 Unsupported MIPS II Instructions

Responsive Multithreaded Processoris basically MIPS II ISA compatible, but some of the MIPS II instruc-

tions are not supported. The unsupported MIPS II instructions are shown below.

Mnemonic Description

LWC2 Load Word to Coprocessor-2 MIPS I
LWC3 Load Word to Coprocessor-3 MIPS 1
SWC2 Store Word to Coprocessor-2 MIPS 1
SWC3 Store Word to Coprocessor-3 MIPS 1
LDC2 Load Doubleword to Coprocessor-2 MIPS 11
LDC3 Load Doubleword to Coprocessor-3 MIPS 11
SDC2 Store Doubleword to Coprocessor-2 MIPS II
SDC3 Store Doubleword to Coprocessor-3 MIPS 11
MFHI Move From HI MIPS I

MTHI Move To HI MIPS 1

MFLO Move From LO MIPI I

MTLO Move To LO MIPS 1

CTC1 Move Control Word To Floating-Point MIPS I

CFC1 Move Control Word From Floating-Point MIPS 1

SQRT.fmt Floating-Point Square Root MIPS 11
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3.3 Responsive Multithreaded Processor Specific Instructions

Responsive Multithreaded Processor specific instructions are shown below.

3.3.1 Load / Store Instruction

I0LB Load Byte for I/O
Load Instruction for I/0 RESPII

31 26 25 21 20 16 15 6 5 0

010000 | s rt 0000000000 110000

COPO 0 IOLB

Mnemonic:

IOLB rt, rs
Function :

GPR[rt] + sign_extend(MEM.BYTE[GPR]rs]])
Exception :

D-TLB No Entry Matched
D-TLB Protection Error

Overview :

Load a Byte from specified address. Because this instruction is not speculative execution, it is

used for modules whose status changes after load like I/O devices.
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IOLH

Load Half Word for I/0

Load Instruction for I/0 RESPII
31 26 25 21 20 16 15 6 5 0
010000 I s rt 0000000000 110001
COPO 0 IOLH
Mnemonic:
IOLH rt, rs
Function :

GPR[rt] « sign_extend MEM.HWORD|GPR|rs]])

Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Load)

Overview :

Load a Half Word from specified address. Because this instruction is not speculative execution,

it is used for modules whose status changes after load like I/O devices.
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IOLW

Load Word for I/0

Load Instruction for I/0

31 26 25 21 20 16 15

RESPII

010000 | rs rt 0000000000

110010

COPO 0

Mnemonic:

IOLW rt, rs
Function :

GPR[rt] « sign_extend MEM.WORD[GPR[rs]])
Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Load)

Overview :

I0LW

Load a Word from specified address. Because this instruction is not speculative execution, it is

used for modules whose status changes after load like I/O devices.

LBUC

Uncache Load Byte

Uncache Load Instruction

31 26 25 21 20 16 15

RESPII

010000 rs rt 0000000000

011100 |

COPO 0

Mnemonic:

LBUC rt, rs
Function :

GPR[rt] « sign_extend( MEM.BYTE[GPR]rs]])
Exception :

D-TLB No Entry Matched
D-TLB Protection Error

Overview :

Uncached load a Byte from specified address.

LBUC
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LBUUC Load Byte Unsigned

Uncache Load Instruction RESPII
31 26 25 21 20 16 15 6 5 0

010000 rs rt 0000000000 | 110110 |

COPO 0 LBUUC
Mnemonic:

LBUC rt, rs
Function :

GPR[rt] < zero_extend(MEM.BYTE[GPR|rs]])

Exception :

D-TLB No Entry Matched
D-TLB Protection Error

Overview :

Uncached load a Byte from specified address.

LHUC

Uncache Load Half Word

Uncache Load Instruction

31 26 25 21 20 16 15

RESPII

010000 s rt

0000000000 101111

COPO

Mnemonic:
LHUC rt, rs

Function :

GPR[rt] + sign_extend( MEM.HWORD|GPR|rs]])

Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Load)

Overview :

Uncached load a Half Word from specified address.

0 LHUC
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LHUUC Uncache Load Half Word Unsigned
Uncache Load Instruction RESPII
31 26 25 21 20 16 15 0

010000 s rt 0000000000 110100 ‘
COPo 0 LHUUC
Mnemonic:
LHUUC rt, rs
Function :

GPR[rt] « zero_extend( MEM.HWORD[GPR]rs]])
Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Load)

Overview :

Uncached load a Half Word from specified address.

LWUC

Uncache Load Word

Uncache Load Instruction

31 26 25 21 20 16 15

RESPII

010000 s rt 0000000000

011110

COPO 0

Mnemonic:

LWUC rt, rs
Function :

GPR[rt] « sign_extend MEM.WORD|GPR[rs]])
Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Load)

Overview :

Uncached load a Word from specified address.

LwUuC
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SBUC

Uncache Store Byte

Uncache Store Instruction

RESPII

31 26 25 21 20 16 15 6 5
010000 | rs rt 0000000000 011101 |
COPO 0 SBUC

Mnemonic:

SBUC rt, rs

Function :

MEM.BYTE[GPR[base] + sign_extend(offset)] < GPR|rt]

Exception :

D-TLB No Entry Matched
D-TLB Protection Error

Overview :

Uncached store a Byte to specified address.

SHUC

Uncache Store Half Word

Uncache Store Instruction

RESPII

31 26 25 21 20 16 15 6 5
010000 rs rt 0000000000 111000
COPo 0 SHUC
Mnemonic:
SHUC rt, rs
Function :

MEM.HWORD[GPR[base] + sign_extend(offset)] < GPR|rt]

Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Store)

Overview :

Uncached store a Half Word to specified address.
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SWUC Uncache Store Word
Uncache Store Instruction RESPII
31 26 25 21 20 16 15 6 5

010000 | IS rt 0000000000 011111 ‘
COPO 0 SWUuUC
Mnemonic:
SWUC rt, rs
Function :
MEM.WORDI|GPR[base] + sign_extend(offset)] < GPR|rt]
Exception :
D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Store)
Overview :
Uncached store a Word to specified address.

LWC1UC Uncache Load Word to Floating Point
Uncache Load Word to a FP register MIPS I
31 26 25 21 20 16 15 6 5

010000 IS rt 0000000000 110011
COPO 0 LwWcCiucC
Mnemonic:

LWC1UC rs, ft
Function :

FPR][ft] «+ MEM.WORD|[GPR[rs]]
Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Load)

Overview :

Perform a load operation from memory to a floating-point register.
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SWC1UC Uncache Store Word from Floating Point
Uncache Store Word from FP register MIPS 1
31 26 25 21 20 16 15 6 5 0
010000 s rt 0000000000 111010
COPO 0 SWC1UC
Mnemonic:

SWC1UC rs, ft
Function :

MEM.WORD[GPR|rs]] + FPR]ft]
Exception :

D-TLB No Entry Matched
D-TLB Protection Error
Data Address Miss Align (Store)

Overview :

Perform a store operation to an memory from a floating-point register.

3.3.2 Arithmetic Instructions

DAND Doubleword And
64bit Logical AND RESPII
31 26 25 21 20 16 15 11 10 6 5 0

000000 s rt rd 00001 100100 ‘

SPECIAL 1 AND

Mnemonic:

DAND rd, rs, rt
Function :

FPR[rd] - FPR[rs] and FPR|rt]
Exception :

None

Overview :

Perform a 64-bit logical AND operation on FPRs.
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DOR Doubleword Or

64bit Logical OR RESPII

31 26 25 21 20 16 15 11 10 6 5 0
000000 rs rt rd 00001 100101
SPECIAL 1 OR

Mnemonic:
DOR rd, rs, rt
Function :
FPR[rd] < FPR|[rs] or FPR]rt]
Exception :
None
Overview :

Perform a 64-bit logical OR operation on FPRs.

DXOR Doubleword Exclusive Or
64bit logical Exclusive OR RESPII
31 26 25 21 20 16 15 11 10 6 5 0

000000 s rt rd 00001 100110

SPECIAL 1 XOR

Mnemonic:

DXOR rd, rs, rt
Function :

FPR[rd] < FPR[rs] xor FPR]rt]
Exception :

None
Overview :

Perform a 64-bit logical XOR operation on FPRs.
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DNOR Doubleword Not Or
64bit logical NOT OR RESPII
31 26 25 21 20 16 15 11 10 6 5 0
000000 rs rt rd 00001 100111
SPECIAL 1 NOR
Mnemonic:

DNOR rd, rs, rt
Function :

FPR[rd] - FPR[rs] nor FPR]|rt]
Exception :

None
Overview :

Perform a 64-bit logical NOT OR on FPRs.

MULTH Multiply Word on High Bit
Signed Multiplication RESPII
31 26 25 21 20 16 15 11 10 6 5 0

000000 s rt rd 00001 011000

SPECIAL 1 MULT

Mnemonic:

MULTH rd, rs, rt
Function :

GPR[rd] + GPR|rs] x GPRJrt]
Exception :

None

Overview :

Perform a multiplication. The high-order 32-bit of the result is placed into GPR][rd].
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MULTUH Multiply Word Unsigned on High Bit
Unsigned Multiplication RESPII
31 26 25 21 20 16 15 11 10 6 5 0

000000 s rt rd 00001 011001

SPECIAL 1 MULTU

Mnemonic:

MULTUH rd, rs, rt
Function :

GPR[rd] + GPR[rs] x GPR|rt]
Exception :

None
Overview :

Perform a unsigned multiplication. The high-order 32-bit of the result is placed into GPR[rd].

DMULTH Doubleword Multiply on High Bit
Signed 64-bit Multiplication RESPII
31 26 25 21 20 16 15 11 10 6 5 0

000000 s rt rd 00001 011100

SPECIAL 1 DMULT

Mnemonic:

DMULTH rd, rs, rt
Function :

FPR[rd] + FPRJrs] x FPR]rt]
Exception :

None
Overview :

Perform a multiplication on FPR. The high-order 64-bit of the result is placed into destination

register.
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DMULTUH Doubleword Multiply Unsigned on High Bit
Unsigned 64-bit Multiply RESPII
31 26 25 21 20 16 15 11 10 6 5 0

000000 s rt rd 00001 011101

SPECIAL 1 DMULTU

Mnemonic:

DMULTUH rd, rs, rt
Function :

FPR[rd] + FPRIrs] x FPR|[rt]
Exception :

None
Overview :

Perform a unsigned multiply operation on FPRs. The high-order 64-bit of the result is placed

into destination register.

REM Reminder Word
Signed Reminder RESPII

31 26 25 21 20 16 15 11 10 6 5 0
000000 IS rt rd 00001 011010
SPECIAL 1 DIV

Mnemonic:

REM rd, rs, rt
Function :

GPR[rd] < GPR[rs] + GPR]rt]
Exception :

Divide by Zero

Overview :

Perform a divide operation. The reminder of the division is placed into destination register.
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REMU Reminder Word Unsigned
Unsigned Reminder RESPII
31 26 25 21 20 16 15 11 10 6 5 0

000000 s rt rd 00001 011011

SPECIAL 1 DIVU

Mnemonic:

REMU rd, rs, rt
Function :

GPR[rd] + GPR[rs] + GPR|rt]
Exception :

Divide by Zero

Overview :

Perform a unsigned divide operation. The reminder of the operation is placed into destination

register.

DSLT Doubleword Set on Less Than
Signed 64-bit compare RESPII
31 26 25 21 20 16 15 1110 6 5 0

000000 rs rt rd 00001 101010

SPECIAL 1 SLT

Mnemonic:

DSLT rd, rs, rt
Function :

if FPR[rs] < FPR[rt] then
FPR[rd] « 1

else
FPR[rd] <~ 0

endif

Exception :
None
Overview :

Perform a compare operation on Floating-Point registers.
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DSLTU Doubleword Set on Less Than Unsigned
Unsigned 64-bit comparison RESPII
31 26 25 21 20 16 15 11 10 6 5 0
000000 s rt rd 00001 101011
SPECIAL 1 SLTU
Mnemonic:

DSLTU rd, rs, rt
Function :

if FPR[rs] < FPR[rt] then
FPR[rd] + 1

else
FPR[rd] «+ 0

endif

Exception :
None
Overview :

Perform a unsigned compare operation on FPRs.

RTL

Rotate Left

Rotate Left

31 26 25 21 20 16 15

RESPII

11 10 6 5 0

000000 00001 rt rd

sa 000000

SPECIAL 1

Mnemonic:
RTL rd, rt, sa
Function :
GPR[rd] + GPR[rt] <<< sa
Exception :
None
Overview :

Perform a left rotate operation.

SLL
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RTR

Rotate Right

Rotate Right

31 26 25 21 20

16 15 11 10

000000 00001 rt

rd sa

000010

SPECIAL 1

Mnemonic:
RTR rd, rt, sa
Function :
GPR[rd] + GPRJrt] >>> sa
Exception :
None
Overview :

Perform a right rotate operation.

SRL

RESPII

RTLV

Rotate Left Variable

Rotate Left Variable

31 26 25 21 20

16 15 11 10

000000 IS rt

rd 00001

000100

SPECIAL

Mnemonic:
RTLV rd, rt, rs
Function :
GPR[rd] + GPR[rt] <<< GPR]rs]
Exception :
None
Overview :

Perform a left rotate operation.

SLLV

RESPII
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RTRV Rotate Right Variable
Rotate Right Variable RESPII
31 26 25 21 20 16 15 11 10 6 5 0
000000 rs rt 00001 000110
SPECIAL 1 SRLV
Mnemonic:

RTRV rd, rt, rs
Function :

GPR[rd] + GPR[rt] >>> GPR|rs]
Exception :

None
Overview :

Perform a right rotate operation.

DRTL Doubleword Rotate Left
64bit Rotate Left RESPII
31 26 25 21 20 16 15 11 10 6 5 0

000000 00001 1t sa 111000

SPECIAL 1 DSLL

Mnemonic:

DRTL rd, rt, sa
Function :

FPR[rd] < FPR[rt] <<< sa
Exception :

None

Overview :

Perform a 64-bit left rotate operation on FPRs.
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DRTR Doubleword Rotate Right
64bit Rotate Right RESPII
31 26 25 21 20 16 15 11 10 6 5 0

000000 00001 rt rd sa 111010

SPECIAL 1 DSRL

Mnemonic:

DRTR rd, rt, sa
Function :

FPR[rd] + FPR[rt] >>> sa
Exception :

None
Overview :

Perform a right rotate operation on FPRs.

DRTL32 Doubleword Rotate Left plus 32
64bit Rotate Left RESPII
31 26 25 21 20 16 15 11 10 6 5 0

000000 00001 rt rd sa 111100 |

SPECIAL 1 DSLL32

Mnemonic:

DRTL rd, rt, sa
Function :

FPR[rd] < FPR[rt] <<< ( sa + 32)
Exception :

None
Overview :

Perform a left rotate operation on FPRs.
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DRTR32 Doubleword Rotate Right plus 32
64bit Rotate Right RESPII
31 26 25 21 20 16 15 11 10 6 5 0
000000 00001 rt rd sa 111110
SPECIAL 1 DSRL32
Mnemonic:

DRTR32 rd, rt, sa
Function :

FPR[rd] - FPR[rt] >>> (sa + 32 )
Exception :

None

Overview :

Perform a right rotate operation on FPRs.

DRTLV Doubleword Rotate Left Variable
64bit Rotate Left Variable RESPII
31 26 25 21 20 16 15 11 10 6 5 0

000000 s rt rd 00001 010100

SPECIAL 1 DSLLV

Mnemonic:

DRTLV rd, rt, rs
Function :

FPR[rd] + FPR[rt] <<< FPR]rs]
Exception :

None
Overview :

Perform a left rotate operation on FPRs.
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DRTRV Doubleword Rotate Right Variable
64bit Rotate Right RESPII
31 26 25 21 20 16 15 11 10 6 5 0

000000 s rt rd 00001 010110

SPECIAL 1 DSRLV

Mnemonic:

DRTRV rd, rt, rs
Function :

FPR[rd] - FPR[rt] >>> FPR]rs]
Exception :

None
Overview :

Perform a right rotate operation on FPRs.

3.3.3 Data Transfer Instructions

MTC1H Move Word to Floating Point on High bit
Data transfer between registers. RESPII
31 26 25 21 20 16 15 11 10 6 5 0

010001 00100 rt fs 00001 000000
COP1 MT 1 0
Mnemonic:
MTCI1H rt, fs
Function :

FPRIfs] < {GPR[rt], 032}
Exception :

None
Overview :

Transfer a GPR value to high-order 32-bit of a floating-point register.
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MFC1H Move Word from Floating Point on High bit
Data transfer between registers RESPII
31 26 25 21 20 16 15 11 10 6 5 0

010001 00000 rt fs 00001 000000
COP1 MF 1 0
Mnemonic:
MFCI1H rt, fs
Function :

GPR][rt] < high_32bit(FPR]fs])
Exception :

None
Overview :

Transfer high-order 32-bit of a floating-point register to GPR/rt].

3.3.4 System Control Instruction

MFCO Move from System Control Register
Move from System Control Register SYSTEM (Privilege Instruction)
31 26 25 21 20 16 15 11 10 6 5 0

010000 00000 rt rd 00000 [ 000000 |
CcCOPO MF 0 CTRL
Mnemonic:
MFCO rt, rd
Function :

GPR[rt] + SYSTEM|[GPR|rd]]
Exception :

Coprocessor Unusable

Overview :

Move a word from system control register to GPR. The Address of the system control register
is contained to GPR[rd].
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MTCO Move to System Control Register
Move to System Control Register SYSTEM (Privilege Instruction)
31 26 25 21 20 16 15 11 10 6 5 0

010000 00100 rt rd 00000 [ 000000 |
COPO MT 0 CTRL
Mnemonic:
MTCO rt, rd
Function :

SYSTEM|GPR[rd]] + GPR]rt]
Exception :

Coprocessor Unusable

Overview :

Move a word to system control register from GPR. The Address of the system control register
is contained to GPR[rd].

MFIMM Move from Instruction MMU Control Register
Move from IMMU Control Register SYSTEM (Privilege Instruction)
31 26 25 21 20 16 15 11 10 6 5 0

010000 00000 rt rd 00000 | 000010 |
COPO MF 0 IMMU
Mnemonic:
MFIMM rt, rd
Function :

GPR[rt] « IMMU[GPR/[rd]]
Exception :

Coprocessor Unusable

Overview :

Move a word from IMMU control register to GPR. The Address of the control register is con-
tained to GPR[rd].
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MTIMM Move to Instruction MMU Control Register

Move to IMMU Control Register SYSTEM (Privilege Instruction)
31 26 25 21 20 16 15 11 10 6 5 0

010000 00100 rt 00000 | 000010 |

COPO MT 0 IMMU
Mmnemonic:

MTIMM rt, rd
Function :

IMMU|[GPR[rd]] + GPR|rt]
Exception :

Coprocessor Unusable

Overview :

Move a word to IMMU control register from GPR. The Address of the control register is con-

tained to GPR|[rd].

MFDMM Move from Data MMU Control Register
Move from DMMU Control Register SYSTEM
31 26 25 21 20 16 15 11 10 6 5 0

010000 00000 rt 00000 000011
COPO MF 0 DMMU
Mnemonic:
MFEFDMM rt, rd
Function :

GPR|[rt] + DMMU[GPR|[rd]]
Exception :

Coprocessor Unusable

Overview :

Move a word from DMMU control register to GPR. The Address of the control register is

contained to GPR[rd].
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MTDMM Move to Data MMU Control Register
Move to DMMU Control Register SYSTEM (Privilege Instruction)
31 26 25 21 20 16 15 11 10 6 5 0

010000 00100 rt rd 00000 | 000011 |
COPO MT 0 DMMU
Mnemonic:

MTDMM rt, rd
Function :

DMMU|[GPR|rd]] + GPR]rt]
Exception :

Coprocessor Unusable

Overview :

Move a word to DMMU control register from GPR. The Address of the control register is
contained to GPR[rd].

ERET Exception Return

Exception Return SYSTEM

31 26 25 6 5 0
010000 00000000000000000000 011000
COPO 0 ERET

Mnemonic:

ERET
Function :

FException Return
Exception :

None
Overview :

Return from Exception.
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3.3.5 Thread Control Instructio

MKTH Make Thread

Make Thread THREAD
31 26 25 21 20 16 15 11 10 6 5 0
011101 rs rt rd 00000 000001
THREAD 0 MKTH
Mnemonic:

MKTH rd, rs, rt
Function :

make_thread(GPR|[rs], GPR[rt])
if success_thread_operation then
GPR[rd] + 1
else
GPR[rd] «+ 0
endif

Exception :

Overview :

Make a thread. The Thread ID to make is contained in GPR[rs] and the start address of it
is contained in GPR[rt]. If succeed in making the thread, GPR|rd] is set to one. It gets zero

otherwise.
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DELTH Delete Thread

Delete Thread THREAD

31 26 25 21 20 16 15 11 10 6 5 0

011101 s 00000 rd 00000 000010

THREAD 0 0 DELTH

Mnemonic:
DELTH rd, rs
Function :

delete_thread(GPR/[rs])

if success_thread_operation then
GPR[rd] « 1

else
GPR[rd] «+ 0

endif

Exception :

Overview :

Delete a thread. The Thread ID to delete is contained in GPR]rs]. If succeed in deleting the
thread, GPR|rd] is set to one. It gets zero otherwise.



168

% 33 Instruction Set

CHGPR

Change Priority

Change Priority THREAD
31 26 25 21 20 16 15 6 5 0
011101 s rt rd 00000 000011
THREAD 0 CHGPR
Mnemonic:

CHGPR rd, rs, 1t
Function :

change_priority(GPR[rs] ,GPR[rd])
if success_thread_operation then
GPR[rd] «+ 1
else
GPR[rd] «+ 0
endif

Exception :

Overview :

Change the priority of a thread. The Thread ID to change the priority is contained in GPR|rs]

and the new priority is contained in GPR[rt]. If succeed in changing the priority, GPR[rd] is set

to one. It gets zero otherwise.
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CHGST Change Status

Change Status THREAD
31 26 25 21 20 16 15 11 10 6 5 0
011101 s rt rd 00000 000100
THREAD 0 CHGST
Mnemonic:

CHGST rd, rs, rt
Function :

change_status(GPR[rs], GPR][rt])
if success_thread_operation then
GPR[rd] «+ 1
else
GPR[rd] « 0
endif

Exception :

Overview :

Change the status of a thread. The Thread ID to change the status is contained in GPR|rs]
and the new status is contained in GPR[rt]. If succeed in changing the status, GPR|rd] is set

to one. It gets zero otherwise.
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RUNTH Run Thread

Run Thread THREAD

31 26 25 21 20 16 15 11 10 6 5 0
011101 s 00000 rd 00000 000101
THREAD 0 0 RUNTH

Mnemonic:
RUNTH rd, rs
Function :

run_thread(GPR]rs|)

if success_thread_operation then
GPR[rd] «+ 1

else
GPR[rd] «+ 0

endif

Exception :

Overview :

Run a thread. The Thread ID to run is contained in GPR]rs]. If succeed in running the thread,

GPR|rd] is set to one. It gets zero otherwise.
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STOPTH Stop Thread
Stop Thread THREAD
31 26 25 21 20 16 15 11 10 6 5 0

011101 s 00000 rd 00000 000110

THREAD 0 0 STOPTH

Mnemonic:

STOPTH rd, rs
Function :

stop_thread(GPR[rs])

if success_thread_operation then
GPR[rd] «+ 1

else
GPR[rd] «+ 0

endif

Exception :

Overview :

Stop a thread. The Thread ID to stop is contained in GPR][rs]. If succeed in stopping the
thread, GPR|[rd] is set to one. It gets zero otherwise.
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STOPSLF Stop Myself

Stop Myself THREAD

31 26 25 16 15 11 10 6 5 0
011101 0000000000 rd 00000 000111
THREAD 0 0 STOPSLF

Mnemonic:
STOPSLF rd
Function :

stop_myself()

if success_thread_operation then
GPR[rd] «+ 1

else
GPR[rd] «+ 0

endif

Exception :

Overview :

Stop a thread oneself. If succeed in stopping the thread, GPR[rd] is set to one. It gets zero

otherwise.
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BKUPTH Backup Thread
Backup Thread THREAD
31 26 25 21 20 16 15 11 10 6 5 0

011101 rs 00000 rd 00000 001000

THREAD 0 0 BKUPTH

Mnemonic:

BKUPTH rd, rs
Function :

backup_thread (GPR|[rs])

if success_thread_operation then
GPR[rd] «+ 1

else
GPR[rd] «+ 0

endif

Exception :

Overview :

Backup a thread to the context cache. The Thread ID to backup is contained in GPR]rs]. If
succeed in backup the thread, GPR|rd] is set to one. It gets zero otherwise.
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BKUPSLF Backup Myself

Backup Myself THREAD

31 26 25 16 15 11 10 6 5 0
011101 0000000000 rd 00000 001001
THREAD 0 0 BKUPSLF

Mnemonic:
BKUPSLF rd
Function :

backup_myself()

if success_thread_operation then
GPR[rd] «+ 1

else
GPR[rd] «+ 0

endif

Exception :

Overview :

Backup oneself to the context cache. If succeed in backup the thread, GPR|rd] is set to one. It

gets zero otherwise.
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RSTRTH Restore Thread

Restore Thread THREAD
31 26 25 21 20 16 15 11 10 6 5 0
011101 s 00000 rd 00000 001010
THREAD 0 0 RSTRTH
Mnemonic:

RSTRTH rd, rs
Function :

restore_thread(GPR]rs])

if success_thread_operation then
GPR[rd] « 1

else
GPR[rd] « 0

endif

Exception :

Overview :

Restore a cached thread from the context cache. The Thread ID to restore is contained in

GPR|rs]. If succeed in restoring the thread, GPR[rd] is set to one. It gets zero otherwise.
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SWAPTH

Swap Thread

Swap Thread THREAD
31 26 25 21 20 16 15 6 5 0
011101 s rt rd 00000 001011
THREAD 0 SWAPTH
Mnemonic:

SWAPTH rd, rs, rt
Function :

swap_thread(GPR[rs], GPR]rt])
if success_thread_operation then
GPR[rd] «+ 1
else
GPR[rd] «+ 0
endif

Exception :

Overview :

Swap an active thread for a cached thread. The Thread ID to backup is contained in GPR|rs]
and the Thread ID to restore is contained in GPR[rt]. If succeed in swapping the threads,

GPR[rd] is set to one. It gets zero otherwise.
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SWAPSLF Swap Myself
Swap Myself THREAD
31 26 25 21 20 16 15 11 10 6 5 0

011101 00000 rt rd 00000 001100

THREAD 0 0 SWAPSLF

Mnemonic:

SWAPSLF rd, rt
Function :

swap_myself(GPR[rt])

if success_thread_operation then
GPR[rd] «+ 1

else
GPR[rd] «+ 0

endif

Exception :

Overview :

Swap oneself for a cached thread. The Thread ID to restore is contained in GPR]rt]. If succeed
in swapping the threads, GPR][rd] is set to one. It gets zero otherwise.
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CPTHTOA

Copy Thread to Active Thread

Copy Thread to Active Thread THREAD
31 26 25 21 20 16 15 6 5 0
011101 IS rt rd 00000 001101
THREAD 0 CPTHTOA
Mnemonic:

CPTHTOA rd, rs, rt
Function :

copy-to_active(GPR[rs], GPR]rt])
if success_thread_operation then
GPR[rd] «+ 1
else
GPR[rd] «+ 0
endif

Exception :

Overview :

Copy a thread to an active thread. The Thread ID of the copy source active thread is contained
in GPR[rs]. and the Thread ID of the copy destination active thread is contained in GPR|[rt].
If succeed in copying the threads, GPR[rd] is set to one. It gets zero otherwise.



3.3.  Responsive Multithreaded Processor Specific Instructions 179

CPTHTOM Copy Thread to Cache Thread (Memory)
Copy Thread to Cache Thread (Memory) THREAD
31 26 25 21 20 16 15 11 10 6 5 0

011101 rs | rt | rd 00000 001110

THREAD 0 CPTHTOM

Mnemonic:

CPTHTOM rd, rs, rt
Function :

copy-to_meory(GPR[rs], GPR[rt])
if success_thread_operation then
GPR[rd] «+ 1
else
GPR[rd] «+ 0
endif

Exception :

Overview :

Copy a thread as a cached thread. The Thread ID of the copy source active thread is contained
in GPR[rs]. and the Thread ID of the copy destination cached thread is contained in GPR]rt].
If succeed in copying the threads, GPR[rd] is set to one. It gets zero otherwise.
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GETTT Get Thread Table

Get Thread Table THREAD

31 26 25 21 20 16 15 11 10 6 5 0
011101 s 00000 rd 00000 001111
THREAD 0 0 GETTT

Mnemonic:
GETTT rd, rs
Function :
GPR|[rd] < ThreadTable of GPR]rs]

Exception :

Overview :

Get the value of a Thread Table. The Thread ID to get the Thread Table is contained in
GPR|rs]. The value of the thread table is placed into GPR][rd].

GETTID Get Thread ID
Get Thread ID THREAD
31 26 25 21 20 16 15 11 10 6 5 0
‘ 011101 s 00000 rd 00000 010000

THREAD 0 0 GETTID
Mnemonic:

GETTID rd, rs
Function :
GPR|[rd] < ThreadID of GPR]rs]

Exception :

Overview :

Get a thread’s ID which is contained in a logical core whose cid is equal to GPR|[rs]. (cid must be
in 0 to 7, hardware only decode lower 3bit of GRPJrs].) The Thread ID is placed into GPR[rd].
If there isn’t valid thread in the context, Oxffff ffff is placed into GPRrd]. (software cannot
distinguish there is active thread which tid is OxfIff_ffff with there is no active thread.)
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GETOTID Get Own Thread ID

Get Own Thread ID THREAD

31 26 25 16 15 11 10 6 5 0
‘ 011101 0000000000 rd 00000 010001
THREAD 0 0 GETOTID

Mnemonic:
GETOTID rd
Function :
GPR[rd] + Own ThreadID

Exception :

Overview :

Get Own Thread ID. The Thread ID is placed into GPR[rd].

GETMTID Get Cache Thread ID (Get Memory Thread ID)
Get Thread ID THREAD
31 26 25 21 20 16 15 11 10 6 5 0

011101 s 00000 rd | oo000 | o10010 |

THREAD 0 0 GETMTID

Mnemonic:

GETMTID rd, rs
Function :
GPR[rd] < ThreadID of GPR]rs]

Exception :

Overview :

Get a thread’s id which is contained in a context cache entry whose cid is equal to GPR[rs].
(cid must be in 0 to 32, hardware only decode lower 5bit of GRP[rs].) The thread’s id is placed
into GPR|[rd]. If there isn’t valid thread in the entry, Oxfiff_ffff is placed into GPR[rd]. (software
cannot distinguish that there is active thread which thread id is Oxffff_fffftk with that there is no
valid thread.)

If the 8 bit is equal to 1, the thread is in active thread and the 0 - 2 bit represents context ID, and if the

6 bit is equal to 0, the thread is in context cache and the 0 - 4 bit represents context ID.
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GETCNUM Get Context ID Number
Get Context ID THREAD
31 26 25 21 20 16 15 11 10 6 5 0
’ 011101 rs 00000 rd 00000 010011

THREAD 0 0 GETCNUM
Mnemonic:

GETCNUM rd, rs
Function :
GPR|[rd] « ContextID of GPR|rs]

Exception :

Overview :

Get a Context ID from the Thread ID. The Thread ID to get the Context ID is contained in
GPR|rs]. The Context ID is placed into GPR[rd].
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3.3.6 SIMD Arithmetic Instruction

SADD.size SIMD Add
SIMD Add SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011100 rs rt rd | 000 [size] 100000

SIMD 0 ADD
Mnemonic:

SADD.8 rd, rs, rt (size = 01)

SADD.16 rd, rs, rt (size = 10)

SADD.32 rd, rs, 1t (size = 11)
Function :

FPR[rd] + FPRIrs|] + FPR|rt]
Exception :

None
Overview :

64-bit integer SIMD Add by using FPR.
SADD.8: Add two packed 8-bit vaules.

SADD.16: Add two packed 16-bit vaules.
SADD.32: Add two packed 32-bit vaules.
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SADD.size.sc SIMD Add Scalar
SIMD Add SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0

011100 rs rt rd | 000 [size] 110000

SIMD 0 ADD.sc
Mnemonic:

SADD.8.sc rd, rs, rt (size = 01)

SADD.16.sc rd, rs, rt (size = 10)

SADD.32.sc rd, rs, 1t (size = 11)
Function :

FPR[rd] < FPR[rs|] + FPR[rt]
Exception :

None
Overview :

64-bit integer SIMD Add by using FPR. This instruction copies the value of least significant
field to each field within FPR][rt] and operates.

SADD.8.sc: Add two packed 8-bit vaules.

SADD.16.sc: Add two packed 16-bit vaules.

SADD.32.sc: Add two packed 32-bit vaules.
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SSUB.size SIMD Subtract
SIMD Subtract SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0

011100 rs rt rd | 000 [size] 100010

SIMD 0 SUB
Mnemonic:

SSUB.8 rd, rs, 1t (size = 01)

SSUB.16 rd, 1s, rt (size = 10)

SSUB.32 rd, 1s, rt (size = 11)
Function :

FPR[rd] < FPR[rs] — FPR|rt]
Exception :

None
Overview :

64-bit integer SIMD subtract by using FPR.
SSUB.8: Subtract two packed 8-bit vaules.

SSUB.16: Subtract two packed 16-bit vaules.
SSUB.32: Subtract two packed 32-bit vaules.
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SSUB.size.sc SIMD Subtract Scalar
SIMD Subtract SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0
011100 rs rt rd | 000 [size] 110010
SIMD 0 SUB.sc
Mnemonic:
SSUB.8.sc rd, rs, 1t (size = 01)
SSUB.16.sc rd, rs, 1t (size = 10)
SSUB.32.sc rd, 1s, rt (size = 11)

Function :

FPR[rd] + FPRJ[rs] — FPR][rt]

Exception :
None

Overview :

64-bit integer SIMD subtract by using FPR.
This instruction copies the value of least significant field to each field within FPR]rt] and oper-

ates.

SSUB.8.sc: Subtract two packed 8-bit vaules.
SSUB.16.sc: Subtract two packed 16-bit vaules.
SSUB.32.sc: Subtract two packed 32-bit vaules.
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SMULT .size SIMD Multiply
Signed SIMD Multiply SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0

011100 rs rt rd | 000 [size] 011000

SIMD 0 MULT
Mnemonic:

SMULT.8 rd, rs, rt (size = 01)

SMULT.16 rd, rs, rt (size = 10)

SMULT.32 rd, rs, rt (size = 11)

Function :

FPR[rd] + FPRJrs] x FPR][rt]

Exception :
None

Overview :

64-bit integer SIMD Multiply by using FPR.
SMULT.8: Multiply two packed 8-bit vaules.
SMULT.16: Multiply two packed 16-bit vaules.
SMULT.32: Multiply two packed 32-bit vaules.
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SMULT .size.sc SIMD Multiply Scalar
Singned SIMD Multiply SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0
011100 rs rt rd | 000 [size] 101000
SIMD 0 MULT.sc
Mnemonic:
SMULT .8.sc rd, 1s, rt (size = 01)
SMULT.16.sc rd, rs, rt (size = 10)
SMULT.32.sc rd, rs, rt (size = 11)

Function :

FPR[rd] + FPRJrs] x FPR][rt]
Exception :

None
Overview :

64-bit integer SIMD Multiply by using FPR.

This instruction copies the value of least significant field to each field within FPR|rt] and oper-

ates.

SMULT.8.sc: Multiply two packed 8-bit vaules.
SMULT.16.sc: Multiply two packed 16-bit vaules.
SMULT.32.sc: Multiply two packed 32-bit vaules.
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SMULTU.size SIMD Multiply Unsigned
Unsigned SIMD Multiply SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0

011100 rs rt rd | 000 [size] 011001

SIMD 0 MULTU
Mnemonic:

SMULTU.8 rd, rs, rt (size = 01)

SMULTU.16 rd, rs, rt (size = 10)

SMULTU.32 rd, rs, rt (size = 11)

Function :

FPR[rd] + FPRJrs] x FPR][rt]

Exception :
None

Overview :

64-bit integer Unsigned SIMD Multiply by using FPR.
SMULT.8: Multiply two packed 8-bit vaules.
SMULT.16: Multiply two packed 16-bit vaules.
SMULT.32: Multiply two packed 32-bit vaules.
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SMULTU.size.sc SIMD Multiply Unsigned Scalar

Unsigned SIMD Multiply SIMD
31 26 25 21 20 16 15 8 76 5 0

011100 rs rt rd | 000 [size] 101001

SIMD 0 MULTU.sc
Mnemonic:

SMULTU.8.sc 1d, 15, 1t (size = 01)

SMULTU.16.sc rd, rs, 1t (size = 10)

SMULTU.32.sc rd, rs, rt (size = 11)

Function :

FPR[rd] < FPR]rs] x FPR|rt]
Exception :

None

Overview :

64-bit integer Unsigned SIMD Multiply by using FPR.

This instruction copies the value of least significant field to each field within FPR|rt] and oper-

ates.

SMULT.8.sc: Multiply two packed 8-bit vaules.
SMULT.16.sc: Multiply two packed 16-bit vaules.
SMULT.32.sc: Multiply two packed 32-bit vaules.
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SAND.size.sc SIMD And Scalar
SIMD Logical AND SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0

011100 rs rt rd | 000 [size] 100100

SIMD 0 AND.sc
Mnemonic:

SAND.8.sc rd, rs, rt (size = 01)

SAND.16.sc rd, rs, rt (size = 10)

SAND.32.sc rd, 1s, 1t (size = 11)
Function :

FPR[rd] < FPR[rs] and FPR|rt]
Exception :

None
Overview :

64-bit integer SIMD Logical AND by using FPR.

This instruction copies the value of least significant field to each field within FPR|rt] and oper-
ates.

SAND.8.sc: Logical AND operation of two packed 8-bit vaules.

SAND.16.sc: Logical AND operation of two packed 16-bit vaules.

SAND.32.sc: Logical AND operation of two packed 32-bit vaules.
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SOR.size.sc SIMD Or Scalar
SIMD Logical OR SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0
011100 rs rt rd | 000 [size] 100101
SIMD 0 OR.sc
Mnemonic:
SOR.8.sc rd, 15, 1t (size = 01)
SOR.16.sc rd, 1s, rt (size = 01)
SOR.32.sc rd, 18, 1t (size = 01)

Function :

FPR[rd] < FPR[rs] or FPR]rt]
Exception :

None

Overview :

64-bit integer SIMD Logical OR by using FPR.
This instruction copies the value of least significant field to each field within FPR|rt] and oper-

ates.

SOR.8.sc: Logical OR operation of two packed 8-bit vaules.
SOR.16.sc: Logical OR operation of two packed 16-bit vaules.
SOR.32.sc: Logical OR operation of two packed 32-bit vaules.
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SXOR.size.sc SIMD Exclusive Or Scalar
SIMD Logical Exclusive OR SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0

011100 rs rt rd | 000 [size] 100110

SIMD 0 XOR.sc
Mnemonic:

SXOR.8.sc rd, 18, rt (size = 01)

SXOR.16.sc rd, rs, rt (size = 10)

SXOR.32.sc rd, rs, rt (size = 11)
Function :

FPR[rd] < FPR[rs] xor FPR|rt]
Exception :

None
Overview :

64-bit integer SIMD Logical Exclusive OR by using FPR.

This instruction copies the value of least significant field to each field within FPR|rt] and oper-
ates.

SXOR.8.sc Logical Exclusive OR operation of two packed 8-bit vaules.

SXOR.16.sc Logical Exclusive OR operation of two packed 16-bit vaules.

SXOR.32.sc Logical Exclusive OR operation of two packed 32-bit vaules.
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SINOR..size.sc SIMD Not Or Scalar
SIMD Logical NOT OR SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0

011100 rs rt rd | 000 [size] 100111

SIMD 0 NOR.sc
Mnemonic:

SNOR.8.sc rd, rs, rt (size = 01)

SNOR.16.sc rd, 1s, rt (size = 10)

SNOR.32.sc rd, s, rt (size = 11)
Function :

FPR[rd] < FPR[rs] nor FPR]rt]
Exception :

None
Overview :

64-bit integer SIMD Logical NOT OR by using FPR.

This instruction copies the value of least significant field to each field within FPR|rt] and oper-
ates.

SNOR.8.sc Logical NOT OR operation of two packed 8-bit vaules.

SNOR.16.sc Logical NOT OR operation of two packed 16-bit vaules.

SNOR.32.sc Logical NOT OR operation of two packed 32-bit vaules.
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SSLT.size SIMD Set on Less Than
SIMD Set on Less Than SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0

011100 rs rt | 000 [size] 101010

SIMD 0 SLT
Mnemonic:

SSLT.8 rd, rs, rt (size = 01)

SSLT.16 rd, 1s, rt (size = 10)

SSLT.32 rd, 1s, rt (size = 11)

Function :

if FPR[rs] < FPR|[rt] then
FPR[rd] «+ 1

else
FPR[rd] «+ 0

endif

Exception :
None
Overview :

SIMD Compare by using FPR.
SSLT.8: Compare two packed 8-bit vaules.

SSLT.16: Compare two packed 16-bit vaules.
SSLT.32: Compare two packed 32-bit vaules.
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SSLT.size.sc SIMD Set on Less Than Scalar
SIMD Set on Less Than SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011100 rs rt rd | 000 [size] 011010

SIMD 0 SLT.sc
Mnemonic:

SSLT.8.sc rd, rs, rt (size = 01)

SSLT.16.sc rd, rs, 1t (size = 10)

SSLT.32.sc rd, s, rt (size = 11)
Function :

if FPR[rs] < FPR|[rt] then
FPR[rd] «+ 1

else
FPR[rd] «+ 0

endif

Exception :
None
Overview :

SIMD Compare by using FPR.

This instruction copies the value of least significant field to each field within FPR|rt] and oper-
ates.

SSLT.8.sc: Compare two packed 8-bit vaules.

SSLT.16.sc: Compare two packed 16-bit vaules.

SSLT.32.sc: Compare two packed 32-bit vaules.
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SSLTU.size SIMD Set on Less Than Unsigned
Unsigned SIMD Set on Less Than SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0

011100 rs rt rd | 000 [size] 101011

SIMD 0 SLTU
Mnemonic:

SSLTU.8 rd, 1s, 1t (size = 01)

SSLTU.16 rd, rs, 1t (size = 10)

SSLTU.32 rd, 1s, rt (size = 11)
Function :

if FPR[rs] < FPR[rt] then
FPR[rd] «+ 1

else
FPR[rd] «+ 0

endif

Exception :
None
Overview :

SIMD Compare as unsigned values by using FPR.
SSLTU.8: Compare two packed 8-bit vaules.
SSLTU.16: Compare two packed 16-bit vaules.
SSLTU.32: Compare two packed 32-bit vaules.
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SSLT U.size.sc SIMD Set on Less Than Unsigned Scalar
Unsigned SIMD Set on Less Than SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0
011100 rs rt rd | 000 [size| 011011
SIMD 0 SLTU.sc
Mnemonic:
SSLTU.8.sc rd, rs, 1t (size = 01)
SSLTU.16.sc rd, 1s, rt (size = 10)
SSLTU.32.sc rd, rs, 1t (size = 11)

Function :

if FPR[rs] < FPR[rt] then
FPR[rd] «+ 1

else
FPR[rd] «+ 0

endif

Exception :
None

Overview :

SIMD Compare as unsigned values by using FPR.

This instruction copies the value of least significant field to each field within FPR[rt] and oper-

ates.

SSLTU.8.sc: Compare two packed 8-bit vaules.
SSLTU.16.sc: Compare two packed 16-bit vaules.
SSLTU.32.sc: Compare two packed 32-bit vaules.
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SSLLV .size SIMD Shift Left Logical Variable
SIMD Shift Left Logical SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0
011100 rs rt rd | 000 [size] 000100
SIMD 0 SLLV
Mnemonic:
SSLLV.8 rd, rt, rs (size = 01)
SSLLV.16 rd, rt, rs (size = 10)
SSLLV.32 rd, rt, rs (size = 11)

Function :

FPR[rd] + FPR[rt] < FPR]|rs]
Exception :

None
Overview :

SIMD Shift Left Logical by using FPR.

SSLLV.8: Shift Left Logical packed 8-bit vaule within FPR][rt].
SSLLV.16.sc: Shift Left Logical packed 16-bit vaule within FPR[rt].
SSLLV.32.sc: Shift Left Logical packed 32-bit vaule within FPR]rt].
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SSLLV .size.sc SIMD Shift Left Logical Variable Scalar
SIMD Shift Left Logical SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0
011100 rs rt rd | 000 [size] 010100
SIMD 0 SLLV.sc
Mnemonic:
SSLLV.8.sc rd, rt, rs (size = 01)
SSLLV.16.sc rd, rt, rs (size = 10)
SSLLV.32.sc rd, rt, rs (size = 11)

Function :

FPR[rd] < FPR[rt] < FPR]rs]
Exception :

None

Overview :

SIMD Shift Left Logical by using FPR.

This instruction copies the value of least significant field to each field within FPR|rt] and oper-

ates.

SSLLV.8.sc: Shift Left Logical packed 8-bit vaule within FPR|[rt].
SSLLV.16.sc: Shift Left Logical packed 16-bit vaule within FPR]rt].
SSLLV.32.sc: Shift Left Logical packed 32-bit vaule within FPR][rt].
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SSRLV .size SIMD Shift Right Logical Variable
SIMD Shift Right Logical SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0
011100 rs rt rd | 000 [size] 000110
SIMD 0 SRLV
Mnemonic:
SSRLV.8 1d, rt, rs (size = 01)
SSRLV.16 rd, rt, rs (size = 10)
SSRLV.32 rd, rt, rs (size = 11)

Function :

FPR[rd] + FPRJ[rt] > FPR]rs]
Exception :

None
Overview :

SIMD Shift Right Logical by using FPR.

SSRLV.8.sc: Shift Right Logical packed 8-bit vaule within FPR|[rt].
SSRLV.16.sc: Shift Right Logical packed 16-bit vaule within FPR|[rt].
SSRLV.32.sc: Shift Right Logical packed 32-bit vaule within FPRIrt].
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SSRLV.size.sc SIMD Shift Right Logical Variable Scalar
SIMD Shift Right Logical SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0
011100 rs rt rd | 000 [size] 010110
SIMD 0 SRLV.sc
Mnemonic:
SSRLV .8.sc rd, rt, rs (size = 01)
SSRLV.16.sc rd, rt, rs (size = 10)
SSRLV.32.sc rd, rt, rs (size = 11)

Function :

FPR[rd] < FPR[rt] > FPR]rs]
Exception :

None

Overview :

SIMD Shift Right Logical by using FPR.
This instruction copies the value of least significant field to each field within FPR|rt] and oper-

ates.

SSRLV.8.sc: Shift Right Logical packed 8-bit vaule within FPR]rt].
SSRLV.16.sc: Shift Right Logical packed 16-bit vaule within FPR]rt].
SSRLV.32.sc: Shift Right Logical packed 32-bit vaule within FPR][rt].
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SSR AV .size SIMD Shift Right Arithmetic Variable
SIMD Shift Right Arithmetic SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0
011100 rs rt rd | 000 [size| 000111
SIMD 0 SRAV
Mnemonic:
SSRAV.8 rd, rt, rs (size = 01)
SSRAV.16 rd, rt, rs (size = 10)
SSRAV.32 rd, rt, rs (size = 11)

Function :

FPR[rd] + FPRJ[rt] > FPR]rs]
Exception :

None
Overview :

SIMD Shift Right Arithmetic by using FPR.

SSRAV.8.sc: Shift Right Arithmetic packed 8-bit vaule within FPR]rt].
SSRAV.16.sc: Shift Right Arithmetic packed 16-bit vaule within FPR|rt].
SSRAV.32.sc: Shift Right Arithmetic packed 32-bit vaule within FPR]rt].
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SSR AV .size.sc SIMD Shift Right Arithmetic Variable Scalar
SIMD Shift Right Arithmetic SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0

011100 rs rt rd | 000 [size| 010111

SIMD 0 SRAV.sc
Mnemonic:

SSRAV.8.sc rd, rt, 1s (size = 01)

SSRAV.16.sc rd, rt, rs (size = 10)

SSRAV.32.sc rd, rt, rs (size = 11)
Function :

FPR[rd] < FPR[rt] > FPR]rs]
Exception :

None
Overview :

SIMD Shift Right Arithmetic by using FPR.

This instruction copies the value of least significant field to each field within FPR|rt] and oper-
ates.

SSRAV .8.sc: Shift Right Arithmetic packed 8-bit vaule within FPR][rt].

SSRAV.16.sc: Shift Right Arithmetic packed 16-bit vaule within FPRrt].

SSRAV.32.sc: Shift Right Arithmetic packed 32-bit vaule within FPR[rt].
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SRTLV.size SIMD Rotate Left Variable
SIMD Rotate Left SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011100 rs rt rd | 000 [size] 000000

SIMD 0 RTL
Mnemonic:

SRTLV.8 rd, rt, rs (size = 01)

SRTLV.16 rd, rt, rs (size = 10)

SRTLV.32 rd, rt, rs (size = 11)
Function :

FPR[rd] + FPR[rt] <<< FPR]rs]
Exception :

None
Overview :

SIMD Rotate Left by using FPR.

SRTLV.8.sc: Rotate Left packed 8-bit vaule within FPR|[rt)].
SRTLV.16.sc: Rotate Left packed 16-bit vaule within FPR]|rt].
SRTLV.32.sc: Rotate Left packed 32-bit vaule within FPR|rt].
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SRTLV.size.sc SIMD Rotate Left Variable Scalar
SIMD Rotate Left SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0

011100 rs rt rd | 000 [size] 010000

SIMD 0 RTL.sc
Mnemonic:

SRTLV.8.sc rd, rt, rs (size = 01)

SRTLV.16.sc rd, rt, rs (size = 10)

SRTLV.32.sc rd, rt, rs (size = 11)
Function :

FPR[rd] + FPR[rt] <<< FPR]rs]
Exception :

None
Overview :

SIMD Rotate Left by using FPR.

This instruction copies the value of least significant field to each field within FPR][rt] and oper-
ates.

SRTLV.8.sc: Rotate Left packed 8-bit vaule within FPR]rt].

SRTLV.16.sc: Rotate Left packed 16-bit vaule within FPRrt].

SRTLV.32.sc: Rotate Left packed 32-bit vaule within FPR]rt].
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SRTRYV .size SIMD Rotate Right Variable
SIMD Rotate Right SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0

011100 rs rt rd | 000 [size] 000010

SIMD 0 RTR
Mnemonic:

SRTRV.8 rd, rt, rs (size = 01)

SRTRV.16 rd, rt, rs (size = 10)

SRTRV.32 rd, rt, rs (size = 11)
Function :

FPR[rd] + FPR[rt] >>> FPR]rs]
Exception :

None
Overview :

SIMD Rotate Right by using FPR.

SRTRV.8.sc: Rotate Right packed 8-bit vaule within FPRrt].
SRTRV.16.sc: Rotate Right packed 16-bit vaule within FPRrt].
SRTRV.32.sc: Rotate Right packed 32-bit vaule within FPR][rt].
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SRTRYV .size.sc SIMD Rotate Right Variable Scalar
SIMD Rotate Right SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0
011100 rs rt rd | 000 [size] 010010
SIMD 0 RTR.sc
Mnemonic:
SRTRV .8.sc rd, rt, rs (size = 01)
SRTRV.16.sc rd, rt, rs (size = 10)
SRTRV.32.sc rd, rt, rs (size = 11)

Function :

FPR[rd] + FPR[rt] >>> FPR]rs]
Exception :

None
Overview :

SIMD Rotate Right by using FPR.

This instruction copies the value of least significant field to each field within FPR|rt] and oper-

ates.

SRTRV.8.sc: Rotate Right packed 8-bit vaule within FPR]rt].

SRTRV.16: Rotate Right packed 16-bit vaule within FPR
SRTRV.32: Rotate Right packed 32-bit vaule within FPR

rt].
rt].

[
[
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PCK Pack Data
Pack Data SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011100 rs rt rd | 000 [size| 111000 ]

SIMD 0 PCK
Mnemonic:

PCK.8 rd, 1s, 1t (size = 01)

PCK.16 rd, rs, 1t (size = 10)

PCK.32 rd, rs, rt (size = 11)

Function :

FPR[rd] < pack( FPR|[rs], FPR[rt] )
Exception :

None

Overview :

Pack data in FPR[rs] and FPR[rd] to FPR][rd].

and coordinates lower half values in each field.

It splits the data into fields with specified size



210 %5 3% Instruction Set
PCKH Pack Data on High Bit
Pack Data SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0
011100 rs rt rd | 000 [size| 111001 ]
SIMD 0 PCKH
Mnemonic:
PCKH.8 rd, rs, rt (size = 01)
PCKH.16 rd, rs, 1t (size = 10)
PCKH.32 rd, rs, rt (size = 11)
Function :
FPR[rd] < packh( FPR]rs], FPR[rt] )
Exception :
None
Overview :

Pack data in FPR[rs] and FPR[rd] to FPR[rd]. It splits the data into fields with specified size

and coordinates upper half values in each field.
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CAT1 Concatenate Data Typel
Concatenate Data SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0
| 011100 rs rt rd | 000 [size| 111010 ]

SIMD 0 CAT1
Mnemonic:

CAT1.8 rd, 1s, 1t (size = 01)

CAT1.16 rd, s, rt (size = 10)

CAT1.32 rd, rs, 1t (size = 11)
Function :

FPR[rd] ¢ catl( FPR[rs], FPR[rt] )
Exception :

None
Overview :

Concatenate data in FPR[rs] and FPR[rd] to FPR[rd]. It splits the data into fields with specified
size and concatinates them.

CAT1.8: FPR[rs].byte3, FPR[rt].byte3, FPR]rs|.byte2, FPR[rt].byte2, ...

CAT1.16: FPR[rs].halfl, FPR]rt].halfl, FPR|[rs].half0, FPR[rt].half0

CAT1.32: FPR[rs].word0, FPR|[rt].word0
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CAT1H Concatenate Data Typel on High Bit
Concatenate Data SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0
| 011100 rs rt rd | 000 [size] 111011 ]
SIMD 0 CAT1H
Mnemonic:
CAT1H.8 rd, rs, 1t (size = 01)
CAT1H.16 rd, s, rt (size = 10)
CAT1H.32 rd, s, rt (size = 11)

Function :

FPR[rd] < catlh( FPR][rs], FPR[rt] )

Exception :
None

Overview :

Concatenate data in FPR[rs] and FPR[rd] to FPR[rd]. It splits the data into fields with specified

size and concatinates them.

CATI1H.8: FPRIrs].byte7, FPR[rt].byte7, FPR[rs].byte6, FPR[rt].byte6, ...
CAT1H.16: FPRJrs].half3, FPR[rt].half3, FPR[rs].half2, FPR|rt].half2
CAT1H.32: FPR[rs].wordl, FPR[rt].wordl
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CAT?2 Concatenate Data Type2
Concatenate Data SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0
| 011100 rs rt rd | 000 [size| 111100 ]

SIMD 0 CAT2
Mnemonic:

CAT2.8 1d, 1s, 1t (size = 01)

CAT2.16 rd, rs, rt (size = 10)

CAT2.32 rd, rs, 1t (size = 11)

Function :

FPR[rd] ¢+ cat2( FPR[rs], FPR[rt] )
Exception :

None

Overview :

Concatenate lower word in FPR|[rs] and FPR[rd] to FPR[rd].

CAT2H Concatenate Data Type2 on High Bit
Concatenate Data SIMD
31 26 25 21 20 16 15 1110 8 7 6 5 0

011100 rs rt rd | 000 [size] 111101 |

SIMD 0 CAT2H
Mnemonic:

CAT2H.8 rd, rs, rt (size = 01)

CAT2H.16 rd, rs, rt (size = 10)

CAT2H.32 rd, rs, 1t (size = 11)

Function :

FPR[rd] + cat2h( FPR|[rs], FPR[rt] )
Exception :

None
Overview :

Concatenate higher word in FPR[rs] and FPR[rd] to FPR][rd].
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CAT3 Concatenate Data Type3
Concatenate Data SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0
| 011100 rs rt rd | 000 [size| 111110 ]

SIMD 0 CAT3
Mnemonic:

CAT3.8 1d, 15, 1t (size = 01)

CAT3.16 rd, s, rt (size = 10)

CAT3.32 rd, rs, 1t (size = 11)
Function :

FPR[rd] ¢+ cat3( FPR[rs], FPR[rt] )
Exception :

None
Overview :

Concatenate data in FPR[rs] and FPR[rd] to FPR[rd]. It splits the data into fields with specified
size and concatinates them.

CAT3.8: FPR[rs].byte6, FPR[rs].byted, ..., FPR[rt].byte6, FPR][rt].byted, ...

CAT3.16: FPR[rs].half2, FPR]rs|.half2, FPR[rt].half0, FPR[rt].half0

CAT3.32: FPR][rs].word0, FPR|[rt].word0
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CAT3H Concatenate Data Type3 on High Bit
Concatenate Data SIMD
31 26 25 21 20 16 15 11 10 8 7 6 5 0
| 011100 rs rt rd | 000 [size] 111111 ]

SIMD 0 CAT3H
Mnemonic:

CAT3H.8 rd, rs, 1t (size = 01)

CAT3H.16 rd, s, rt (size = 10)

CAT3H.32 rd, s, rt (size = 11)
Function :

FPR[rd] < cat3h( FPR|[rs], FPR[rt] )
Exception :

None
Overview :

Concatenate data in FPR[rs] and FPR[rd] to FPR[rd]. It splits the data into fields with specified
size and concatinates them.

CAT3H.8: FPR[rs].byte7, FPR[rs].byteb, ..., FPR[rt].byte7, FPR[rt].byte5, ...

CAT3H.16: FPR|[rs].half3, FPR[rs].half3, FPR[rt].halfl, FPR|rt].halfl

CAT3H.32: FPR[rs].wordl, FPR[rt].word1l
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3.3.7 RS

RGPSH Read Shared(General Purpose Register)
Synchronization Instruction SYNC

31 26 25 21 20 16 15 1110 6 5 0
010000 00000 rt s | 00000 100000 |
COPO MF 0 GPSHR

Mnemonic:

RGPSH rt, ss
Function :

GPR[rt] <~ SHARE[ss]
Exception :

None

Overview :

HEVIYA 295 GPR IEZHARD.

WGPSH Write Shared(General Purpose Register)
Synchronization Instruction SYNC

31 26 25 21 20 16 15 1110 6 5 0
] 010000 00100 rt sd 00000 100000 \
COPO MT 0 GPSHR

Mnemonic:

WGPSH rt, sd
Function :

SHARE([sd] + GPR|rt]
Exception :

None

Overview :

GPR o ftF LV VAR IEEZFZIAD.
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SYNC

RFPSH Read Shared(Floating-Point Register)

Synchronization Instruction
31 26 25 21 20 16 15 11 10 6

010000 00000 rt ss 00000 100100

COPO MF 0 FPSHR
Mnemonic:

RFPSH rt, ss
Function :

FPR[rt] « SHARE[ss]
Exception :
None

Overview :

HEL YA XS FPR IZEZGAAD.

WFPSH

Write Shared(Floating-Point Register)

Synchronization Instruction

31 26 25 21 20 16 15 11 10 6
010000 00100 rt sd 00000 100100
COPoO MT 0 FPSHR
Mnemonic:
WFPSH rt, sd
Function :

SHARE[sd] < FPR]rt)
Exception :
None

Overview :

FPR 26 L Y AR ICE % E XA,

SYNC
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RGPEX Read Exclusive(General Purpose Register)
Synchronization Instruction SYNC
31 26 25 21 20 16 15 11 10 6 5 0

010000 00000 rt Ss 00000 100001
COPO MF 0 GPLOCK
Mnemonic:
RGPEX rt, ss
Function :

GPR[rt] < SHARE[ss]

Exception :

None

Overview :

HEELYZAXZ»S GPRIZ U v 7 2EHEL D OEE AL,

WGPEX Write Exclusive(General Purpose Register)
Synchronization Instruction SYNC
31 26 25 21 20 16 15 11 10 6 5 0

010000 00100 rt sd 00000 100001
COPO MT 0 GPLOCK
Mnemonic:
WGPEX rt, sd
Function :

SHARE[sd] + GPR|rt]

Exception :

None

Overview :

GPR ALY ARIZ vy 7 2RIRL DDz EZAL.
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RFPEX Read Exclusive(Floating-Point Register)
Synchronization Instruction SYNC
31 26 25 21 20 16 15 11 10 6 5 0

010000 00000 rt Ss 00000 100101
COPO MF 0 FPLOCK
Mnemonic:
RFPEX rt, ss
Function :

FPR[rt] « SHARE[ss]
Exception :

None
Overview :

HELIAXMNS FPR IZU Y 7 2L DDl ZFHARAL.

WFPEX Write Exclusive(Floating-Point Register)
Synchronization Instruction SYNC
31 26 25 21 20 16 15 11 10 6 5 0

010000 00100 rt sd 00000 100101
COPO MT 0 FPLOCK
Mnemonic:
WFPEX rt, sd
Function :

SHARE[sd] < FPR]rt)
Exception :
None

Overview :

FPR oG L VA RIza Y 7 2RI L DDl % E XA,
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GPCO Read Consumer(General Purpose Register)
Synchronization Instruction SYNC
31 26 25 21 20 16 15 11 10 6 5 0

010000 00000 rt ss tid 100010
COPO MF GPPRCO
Mnemonic:

GPCO rt, ss, tid
Function :

GPR[rt] < SHARE[ss]
Exception :

None

Overview :

EEVIZAZPS GPRICH Y 7 2L D D% FAAL. tid GPPR (FPPR) 2k bmv 2
PHEELEZALY ROID 2f8ET 5.

GPPR Write Producer(General Purpose Register)
Synchronization Instruction SYNC
31 26 25 21 20 16 15 1110 6 5 0

010000 00100 rt SS tid 100010
COPO MT GPPRCO
Mnemonic:

GPPR rt, sd, tid
Function :

SHARE[sd] + GPR|rt]
Exception :

None

Overview :

GPR o BV Y ARIZOy 7 2R LD DMEE2EZIAL. tidiZikuay 272525 ALy KD
ID Z45E€ 9 5.
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FPCO Read Consumer(Floating-Point Register)
Synchronization Instruction SYNC
31 26 25 21 20 16 15 11 10 6 5 0

010000 00000 rt Ss tid 100110
COPO MF FPPRCO
Mnemonic:

FPCO rt, ss, tid
Function :

FPR[rt] « SHARE[ss]
Exception :

None
Overview :

HEVIYZAZPS FPR ICH Y 7 2R L DDl HARAL. tid GPPR (FPPR) & bhmv 2
PHEELEZALY RO ID 2f8ET 5.

FPPR Write Producer(Floating-Point Register)
Synchronization Instruction SYNC
31 26 25 21 20 16 15 11 10 6 5 0

010000 00100 rt s tid 100110
COPO MT FPPRCO
Mnemonic:

FPPR rt, sd, tid
Function :

SHARE[sd] + FPR]rt)
Exception :

None
Overview :

FPR o BV VARIZO Yy 7 2R LOOMEE2EZIAL. tidiZiduy 2725225 ALy KD
ID #¥8E T 5.
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BAR

Barrier

Synchronization Instruction

31 26 25 21 20 16 15

SYNC

11 10 6 5 0

010000 00100 rt

sd 00000 100011

COPO MT

Mnemonic:

BAR rt, sd
Function :

SHARE([sd] + SHARE[sd] + 1
Exception :

None

Overview :

HELYZXZFERALTANY THEIZTS. ot

0 BARRIER

WZIREEZGFOA LY FEZRET 5.

PBAR

Pre Barrier

Synchronization Instruction

31 26 25 21 20 16 15

SYNC

11 10 6 5 0

010000 000000 00000

sd 00000 100011

COPO MF 0

Mnemonic:
PBAR sd

Function :

Exception :
None

Overview :

N TR EITS IV —TEREEET 5.

0 BARRIER
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SEMLOCK Semaphore Lock(General Purpose Register)
Synchronization Instruction SYNC
31 26 25 21 20 16 15 11 10 6 5 0

010000 001000 rt ss 00000 101001
COPO MF 0
Mnemonic:

SEMLOCK rt, ss
Function :

get binary semaphore lock(GPR]ss|)
if succeed in getting lock then
GPR[rt] + 1
else
stop thread execution
endif

Exception :
None

Overview :

NAF VT L IRARDOOY 7 5 HERT 5.
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SEMREL Semaphore Release(General Purpose Register)
Synchronization Instruction SYNC
31 26 25 21 20 16 15 11 10 6 5 0

010000 001000 rt ss 00000 101010
COPO MF 0
Mnemonic:

SEMREL rt, ss
Function :

release binary semaphore lock(GPR[ss])
if succeed in releasing lock then
GPR[rt] + 1
else
GPR[rt] «+ 0
endif

Exception :
None

Overview :

WRELEZE T4 L TVRZOT Y 7 2BRT 5.
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SEMTRY Semaphore Try(General Purpose Register)
Synchronization Instruction SYNC
31 26 25 21 20 16 15 11 10 6 5 0

010000 001000 rt ss 00000 101011
COPO MF 0
Mnemonic:

SEMTRY rt, ss
Function :

get lock binary semaphore(GPR]ss|)
if succeed in getting lock then
GPR[rt] + 1
else
GPR[rt] «+ 0
endif

Exception :
None

Overview :

LY T VIVAREAVTOY 7 2TERT 5.
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3.3.8 Integer Vector Instructions

VADD Vector Add
Vector Add VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011110 rs rt rd | 000 [so[s] 100000
VINT 0 ADD
Mnemonic:

VADD.vv rd, ts, 1t
VADD.vs rd, rs, 1t
VADD.vv.sy rd, rs, rt
VADD.vs.sy rd, ts, rt

Function :
VGPR[rd] + VGPR][rs] + VGPR|rt]
Exception :

Vector Integer Exception

Overview :

(scalar0(s0) = 0, sync(s) = 0)
(scalar0(s0) = 1, sync(s) = 0)
(scalar0(s0) = 0, sync(s) = 1)
(scalar0(s0) = 1, sync(s) = 1)

Vector Add. When s0 is 1, execute operations by scalar register (SGPR]rt]) insted of VGPR[rt].

When sync is 1, suppress the speculative execution.
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V S UB Vector Subtract

Vector Subtract VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0
| 011110 rs rt rd | 00 [s1]so[s] 100010 ]
VINT 0 SUB
Mnemonic:

scalarQ(s0) = 0, scalarl

VSUB.vv rd, 18, 1t

( (s0) (s1) (s)=0

VSUB.vs rd, rs, rt ( (s0) (s1) (s)=0
VSUB.sv rd, rs, rt (scalar0(s0) = 0, scalarl(sl) = 1, sync(s) = 0
( (s0) (s1) (s) =1

( (s0) (s1) (s) =1

( (s0) (s1) (s) =1

scalarQ(s0) = 1, scalarl

scalar( = 0, scalarl

VSUB.vv.sy rd, rs, rt s0
VSUB.vs.sy rd, rs, rt
VSUB.sv.sy rd, rs, rt

scalarQ(s0) = 1, scalarl

scalarQ(s0) = 0, scalarl

Function :
VGPR|[rd] + VGPR[rs] — VGPR|rt]
Exception :

Vector Integer Exception

Overview :

Vector Subtract. When s0 is 1, execute operations by scalar register (SGPR|rt]) insted of
VGPRIrt]. When sl is 1, execute operations by scalar register (SGPR|[rs]) insted of VGPR[rs].

When sync is 1, suppress the speculative execution.
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VMULT

Vector Multiply

Vector Multiply VECTOR
31 26 25 21 20 16 15 1110 8 7 6 5 0
011110 rs rt rd | 000 [so[s] 011000
VINT 0 MULT
Mnemonic:
VMULT.vv rd, 1s, rt (scalar0(s0) = 0, sync(s) = 0)
VMULT.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VMULT.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VMULT.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPRJrs] x VGPR|rt]
Exception :

Vector Integer Exception

Overview :

Signed Vector Multiply. When s0 is 1, execute operations by scalar register (SGPR]rt]) insted
of VGPR]rt]. Whens sync is 1, suppress the speculative execution.



3.3.  Responsive Multithreaded Processor Specific Instructions 229

VMULTU Vector Multiply Unsigned

Vector Multiply VECTOR
31 26 25 21 20 16 15 1110 8 7 6 5 0
011110 rs rt rd | 000 [so[s]  o11001
VINT 0 MULTU
Mnemonic:
VMULTU.vv rd, 1s, 1t (scalar0(s0) = 0, sync(s) = 0)
VMULTU.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VMULTU.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VMULTU.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPRJrs] x VGPR|rt]
Exception :

Vector Integer Exception

Overview :

Unsigned Vector Multiply. When s0 is 1, execute operations by scalar register (SGPR|[rt]) insted
of VGPR]rt]. When sync is 1, suppress the speculative execution.
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VMULTH

Vector Multiply on High Bit

Vector Multiply VECTOR
31 26 25 16 15 1110 8 7 6 5 0
011110 rs rt rd | 000 [so[s] 010000
VINT 0 MULTH
Mnemonic:
VMULTH.vv rd, rs, rt (scalar0(s0) = 0, sync(s) = 0)
VMULTH.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VMULTH.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VMULTH.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :

VGPR[rd] - VGPR[rs] x VGPRrt]

Exception :

Vector Integer Exception

Overview :

Signed Vector Multiply. Upper word bit (63-32bit) of execution result is stored in VGPR/[rd].
When s0 is 1, execute oeprations by scalar register (SGPR[rt]) insted of VGPR|[rt]. When sync

is 1, suppress the speculative execution.
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VMULTUH Vector Multiply Unsigned on High Bit
Vector Multiply VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011110 rs rt rd | 000 [so]s] 010001
VINT 0 MULTUH
Mnemonic:

VMULTUH.vv rd, rs, rt (
VMULTUH.vs rd, rs, 1t (
VMULTUH.vv.sy rd, rs, rt (scalar0
VMULTUH.vs.sy rd, rs, rt (

scalarQ

scalarQ

scalarQ

Function :
VGPR[rd] + VGPRJrs] x VGPR|rt]
Exception :

Vector Integer Exception

Overview :

Unsigned Vector Multiply. Upper word bit (63-32bit) of execution result is stored in VGPR/[rd].
When s0 is 1, execute oeprations by scalar register (SGPR[rt]) insted of VGPR|[rt]. When sync

is 1, suppress the speculative execution.
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VDIV

Vector Divide

Vector Divide VECTOR
31 26 25 16 15 11109 8 7 6 5 0
011110 rs rd | 00 [s1]so[s]  ot1010 ]
VINT 0 DIV
Mnemonic:
scalarO(s0) = 0, scalarl(sl) = 0, sync(s) =

VDIV.vv rd, rs, rt
VDIV.vs rd, rs, rt
VDIV.sv rd, rs, rt
VDIV.vv.sy rd, rs, rt
VDIV.vs.sy rd, 1s, 1t
VDIV.sv.sy rd, rs, rt

Function :

VGPR|[rd] + VGPR[rs] + VGPR|rt]

Exception :

Vector Integer Exception

Overview :

(
(
scalar0(s0
scalar0(
(
(

scalar0(s0

(
(
(
(
(
(

scalarQ(s0) = 1, scalarl
= 0, scalarl

)
)
)
s0) = 0, scalarl
)
)

scalarQ(s0) = 0, scalarl

(
(
(
(s1
(
(

Signed Vector Divide. When s0 is 1, execute oeprations by scalar register (SGPR[rt]) insted of
VGPRIrt]. When sl is 1, execute oeprations by scalar register (SGPR|[rs]) insted of VGPR|rs].

When sync is 1, suppress the speculative execution.
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VDIVU Vector Divide Unsigned
Vector Divede VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

011110 rs rt rd | 00 [sifso[s]  orro11 ]
VINT 0 DIVU
Mnemonic:

VDIVU.vv rd, s, 1t (scalar0(s0) = 0, scalarl(sl) = 0, sync(s) = 0)
VDIVU.vs rd, rs, rt (scalar0(s0) = 1, scalarl(sl) = 0, sync(s) = 0)
VDIVU.sv rd, rs, rt (scalar0(s0) = 0, scalarl(sl) = 1, sync(s) = 0)
VDIVU.vv.sy 1d, rs, rt (scalarO(s0) = 0, scalarl(sl) = 0, sync(s) = 1)
VDIVU.vs.sy rd, 18, 1t (scalar0(s0) = 1, scalarl(sl) = 0, sync(s) = 1)

(scalar0(s0) = 0, scalarl(sl) = 1, sync(s) = 1)

VDIVU.sv.sy rd, rs, rt

Function :
VGPR|[rd] + VGPR[rs] + VGPR|rt]
Exception :

Vector Integer Exception

Overview :

Unsiged Vector Divide. When s0 is 1, execute oeprations by scalar register (SGPR]rt]) insted of
VGPRIrt]. When sl is 1, execute oeprations by scalar register (SGPR|[rs]) insted of VGPR|rs].

When sync is 1, suppress the speculative execution.
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VREM Vector Reminder

Vector Reminder VECTOR

31 26 25 2120 16 15 11109 8 7 6 5 0
011110 rs rt rd | 00 [s1]so[s]  o1o010 ]
VINT 0 REM

Mnemonic:
VREM.vv rd, s, 1t (scalar0(s0) = 0, scalarl(sl) = 0, sync(s) = 0)
VREM.vs rd, 18, 1t (scalar0(s0) = 1, scalarl(sl) = 0, sync(s) = 0)
VREM.sv rd, 18, 1t (scalar0(s0) = 0, scalarl(sl) = 1, sync(s) = 0)
VREM.vv.sy rd, rs, rt (scalarO(s0) = 0, scalarl(sl) = 0, sync(s) = 1)
VREM.vs.sy rd, 1s, rt (scalar0(s0) = 1, scalarl(sl) = 0, sync(s) = 1)
VREM.sv.sy rd, rs, rt (scalar0(s0) = 0, scalarl(sl) = 1, sync(s) = 1)

Function :
VGPR|[rd] + VGPR[rs] + VGPR|rt]
Exception :

Vector Integer Exception

Overview :

Signed Vector Reminder. When s0 is 1, execute oeprations by scalar register (SGPR|rt]) insted
of VGPR[rt]. When sl is 1, execute oeprations by scalar register (SGPR[rs]) insted of VGPR]rs].

When sync is 1, suppress the speculative execution.
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VREMU Vector Reminder Unsigned
Vector Reminder VECTOR
31 26 25 2120 16 15 11109 8 7 6 5 0

011110 rs rt rd | 00 [sifso[s]  o1o011 ]
VINT 0 REMU
Mnemonic:

VREMU.vv rd, rs, 1t (scalar0(s0) = 0, scalarl(sl) = 0, sync(s) = 0)
VREMU.vs rd, rs, rt (scalar0(s0) = 1, scalarl(sl) = 0, sync(s) = 0)
VREMU.sv rd, 1s, rt (scalar0(s0) = 0, scalarl(sl) = 1, sync(s) = 0)
VREMU.vv.sy rd, rs, 1t (scalarO(s0) = 0, scalarl(sl) = 0, sync(s) = 1)
VREMU.vs.sy rd, 1s, rt (scalar0(s0) = 1, scalarl(sl) = 0, sync(s) = 1)
VREMU.sv.sy rd, rs, rt (scalar0(s0) = 0, scalarl(sl) = 1, sync(s) = 1)

Function :
VGPR|[rd] + VGPR[rs] + VGPR|rt]
Exception :

Vector Integer Exception

Overview :

Unsigned Vector Reminder. When s0 is 1, execute oeprations by scalar register (SGPR]rt])
insted of VGPR[rt]. When sl is 1, execute oeprations by scalar register (SGPR]rs|) insted of

VGPR[rs]. When sync is 1, suppress the speculative execution.
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VMADD Vector Multiply and Add
Vector Multiply and Add VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 b 0

011110 rs rt rd | 000 [so]s] 100001

VINT 0 MADD
Mnemonic:

VMADD.vv rd, rs, rt (scalar0(s0) = 0, sync(s) = 0)

VMADD.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)

VMADD.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)

VMADD.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR][rs] x VGPR[rt] + VGPR][rd]
Exception :

Vector Integer Exception

Overview :

Vector Multiply and Add. When s0 is 1, execute oeprations by scalar register (SGPR|rt]) insted
of VGPR]rt]. When sync is 1, suppress the speculative execution.
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VMSUB Vector Multiply and Subtract
Vector Multiply and Subtract VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011110 rs rt rd | 000 [so[s] 100011
VINT 0 MSUB
Mnemonic:

scalarQ

VMSUB.vv rd, s, rt (
VMSUB.vs rd, rs, rt (
VMSUB.vv.sy rd, rs, rt (scalar0
VMSUB.vs.sy rd, rs, rt (

scalarQ

scalarQ

Function :
VGPR[rd] + VGPR][rs] x VGPR[rt] — VGPR][rd]
Exception :

Vector Integer Exception

Overview :

Vector Multiply and Subtract. When s0 is 1, execute oeprations by scalar register (SGPR]rt])
insted of VGPR|[rt]. When sync is 1, suppress the speculative execution.
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VACC

Vector Accumulate

Vector Accumulate VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
011110 rs rt rd 0000 [s] ootoi0 ]
VINT 0 ACC
Mnemonic:
VACC rd, rs (sync(s) = 0)
VACC.sy rd, rs (sync(s) = 1)

Function :
SGPR[rd] + > VGPR[rs]
Exception :

Vector Integer Exception

Overview :

Vector Accumulate. Add all elements of a vector. When sync is 1, suppress the speculative

execution.
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VMAC Vector Multiply and Accumulate
Vector Multiply and Accumulate VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011110 rs rt rd | 000 [so]s]  oo1011
VINT 0 MAC
Mnemonic:

VMAC.vv rd, 1s, 1t (
VMAC.vs rd, 18, rt (
VMAC.vv.sy rd, rs, rt (scalar0
VMAC.vs.sy rd, ts, rt (

scalarQ

scalarQ

scalarQ

Function :
SGPR[rd] + > VGPR]rs] x VGPR]rt]
Exception :

Vector Integer Exception

Overview :

Vector Multiply and Accumulate. Multiply 2 elements of vector and Add all results of them.
When s0 is 1, execute oeprations by scalar register (SGPR[rt]) insted of VGPR|[rt]. When sync

is 1, suppress the speculative execution.



% 33 Instruction Set

240
VAND Vector And
N7 MVERERE VECTOR
31 26 25 21 20 16 15 1110 8 7 6 5 0
| ot | rs rt rd | 000 [so[s] 100100
VINT 0 AND
Mnemonic:
VAND.vv rd, rs, 1t (scalar0(s0) = 0, sync(s) = 0)
VAND.vs rd, 1s, 1t (scalar0(s0) = 1, sync(s) = 0)
VAND.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VAND.vs.sy rd, rs, 1t (scalar0(s0) = 1, sync(s) = 1)

Function :

VGPR[rd] <~ VGPR[rs] and VGPR|rt]
Exception :

Vector Integer Exception

Overview :

Vector And. When s0 is 1, execute oeprations by scalar register (SGPR|[rt]) insted of VGPR|rt].

When sync is 1, suppress the speculative execution.
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VOR Vector Or

N7 S )VEmEEA] VECTOR

31 26 25 21 20 16 15 1110 8 7 6 5 0

| out0 | rs rt rd | 000 [so]s] 100101
VINT 0 OR

Mnemonic:
VOR rd, rs, 1t (scalar0(s0) = 0, sync(s) = 0)
VOR.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VOR.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VOR.vs.sy rd, s, rt (scalar0(s0) = 1, sync(s) = 1)

Function :
VGPR[rd] <~ VGPR[rs] or VGPR]rt]
Exception :

Vector Integer Exception

Overview :

Vector Or. When s0 is 1, execute oeprations by scalar register (SGPR[rt]) insted of VGPR|rt].

When sync is 1, suppress the speculative execution.
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VXOR

Vector Exclusive Or

Vector Exclusive Or VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011110 | rs rt rd | 000 [so[s] 100110 ]

VINT 0 XOR
Mnemonic:

VXOR.vv rd, rs, rt
VXOR.vs rd, 18, 1t
VXOR.vv.sy rd, rs, rt
VXOR.vs.sy rd, rs, 1t

Function :

(scalar0(s0) = 0, sync(s) = 0)
(scalar0(s0) = 1, sync(s) = 0)
(scalar0(s0) = 0, sync(s) = 1)
(scalar0(s0) = 1, sync(s) = 1)

VGPR[rd] < VGPR[rs] xor VGPR]rt)

Exception :

Vector Integer Exception

Overview :

Vector Exclusive Or. When s0 is 1, execute oeprations by scalar register (SGPR]|rt]) insted of
VGPRIrt]. When sync is 1, suppress the speculative execution.
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VNOR Vector Not Or

Vector Not Or VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
011110 | rs rt rd | o000 [sofs] 100111 ]
VINT 0 NOR
Mnemonic:
VNOR.vv rd, 1s, 1t (scalar0(s0) = 0, sync(s) = 0)
VNOR.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VNOR.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VNOR.vs.sy rd, rs, 1t (scalar0(s0) = 1, sync(s) = 1)

Function :
VGPRIrd] <+ VGPR[rs] nor VGPR|rt]
Exception :

Vector Integer Exception

Overview :

Vector Not Or. When s0 is 1, execute oeprations by scalar register (SGPR|rt]) insted of
VGPRIrt]. When sync is 1, suppress the speculative execution.
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VSLLV

Vector Shift Left Logical Variable

Vector Shift Left Logical Variable VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
011110 rs rt rd | 000 [so[s] 000100
VINT 0 SLLV
Mnemonic:
VSLLV.vv rd, rs, rt (scalar0(s0) = 0, sync(s) = 0)
VSLLV.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VSLLV.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VSLLV.vs.sy rd, 1s, 1t (scalar0(s0) = 1, sync(s) = 1)

Function :

VGPR[rd] + VGPR[rt] < VGPR|rs]

Exception :

Vector Integer Exception

Overview :

Vector Shift Left Logical Variable. When s0 is 1, execute oeprations by scalar register (SGPR]rt])
insted of VGPR|[rt]. When sync is 1, suppress the speculative execution.
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VSRLV Vector Shift Right Logical Variable
Vector Shift Right Logical Variable VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011110 rs rt rd | 000 [so[s] 000110

VINT 0 SRLV
Mnemonic:

VSRLV.vv rd, 1s, rt (scalar0(s0) = 0, sync(s) = 0)

VSRLV.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)

VSRLV.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)

VSRLV.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR|rt] > VGPR]rs]
Exception :

Vector Integer Exception

Overview :

Vector Shift Right Logical Variable. When s0 is 1, execute oeprations by scalar register
(SGPR|rt]) insted of VGPR[rt]. When sync is 1, suppress the speculative execution.
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VSRAV

Vector Shift Right Arithmetic Variable

Vector Shift Right Arithmetic Variable VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
011110 rs rt rd | 000 [so]s]  ooo111
VINT 0 SRAV
Mnemonic:
VSRAV.vv rd, rs, rt (scalar0(s0) = 0, sync(s) = 0)
VSRAV.vs rd, ts, 1t (scalar0(s0) = 1, sync(s) = 0)
VSRAV.vv.sy rd, 1s, 1t (scalar0(s0) = 0, sync(s) = 1)
VSRAV.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :

VGPR[rd] + VGPR[rt] > VGPR|rs]

Exception :

Vector Integer Exception

Overview :

Vector Shift Right Arithmetic Variable. When s0 is 1, execute oeprations by scalar register
(SGPR|rt]) insted of VGPR[rt]. When sync is 1, suppress the speculative execution.
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VRTLV Vector Rotate Left Variable
Vector Rotate Left Variable VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011110 rs rt rd | o000 [so[s]  oooooo ]

VINT 0 SRTLV
Mnemonic:

VRTLV.vv rd, rs, 1t (scalar0(s0) = 0, sync(s) = 0)

VRTLV.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)

VRTLV.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)

VRTLV.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR[rt] <<< VGPR]rs]
Exception :

Vector Integer Exception

Overview :

Vector Rotate Left Variable. When s0 is 1, execute oeprations by scalar register (SGPR]rt])
insted of VGPR|[rt]. When sync is 1, suppress the speculative execution.
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VRTRV Vector Rotate Right Variable
Vector Rotate Right Variable VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011110 rs rt rd | 000 [so[s] 000010

VINT 0 SRTRV
Mnemonic:

VRTRV.vv rd, 18, 1t (scalar0(s0) = 0, sync(s) = 0)

VRTRV.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)

VRTRV.vv.sy rd, rs, 1t (scalar0(s0) = 0, sync(s) = 1)

VRTRV.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR|rt] >>> VGPR|rs]
Exception :

Vector Integer Exception

Overview :

Vector Rotate Right Variable. When s0 is 1, execute oeprations by scalar register (SGPR]rt])
insted of VGPR|[rt]. When sync is 1, suppress the speculative execution.
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VCMP Vector Compare

Vector Compare VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011110 rs rt rd | cond [s0]s] 101000

VINT CMP
Mnemonic:

VCMP.cond.vv rd, rs, rt
VCMP.cond.vs rd, rs, 1t
VCMP.cond.vv.sy rd, rs, rt
VCMP.cond.vs.sy rd, rs, rt

scalarQ

scalar(Q

( (s0)
(scalar0(s0) = 1, sync
( (s0)
(scalar0(s0)

Function :

if VGPR[rs] cond VGPR|rt] then
VGPR[rd] + 1

else
VGPR[rd] «+ 0

endif

Exception :

Vector Integer Exception

Overview :

Vector Compare. Set 1 or 0 to VGPR|rd] depend on cond. When s0 is 1, execute oeprations
by scalar register (SGPR|rt]) insted of VGPR[rt]. When sync is 1, suppress the speculative
execution. When set up, specifiy eq(=), gt(>), 1t(<), ne(#), le(<) or ge(>) to cond.
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VCMPU

Vector Compare Unsigned

Vector Compare VECTOR
31 26 25 21 20 16 15 0
011110 rs rt | cond [s0]s] 101001
VINT CMPU
Mnemonic:
VCMPU.cond.vv rd, 1s, rt (s0) = 0, sync(s) = 0)
VCMPU.cond.vs rd, rs, rt (s0) = 1, sync(s) = 0)
VCMPU.cond.vv.sy rd, rs, rt (s0) = 0, sync(s) = 1)
VCMPU.cond.vs.sy rd, 1s, rt (s0) = 1, sync(s) = 1)

Function :

if VGR]rs| cond VGPR|rt] then

VGPR[rd] + 1
else

VREG[rd] + 0
endif

Exception :

Vector Integer Exception

Overview :

Vector Compare Unsigned. When s0 is 1, execute oeprations by scalar register (SGPR][rt]) insted
of VGPR[rt]. When sync is 1, suppress the speculative execution. When set up, specifiy eq(=),
gt(>), 1t(<), ne(#), le(<) or ge(>) to cond.



3.3.  Responsive Multithreaded Processor Specific Instructions 251

VCMPTS Vector Compare to Scalar Register
Vector Copare VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011110 rs rt rd | cond [s0]s] 101010
VINT CMPTS
Mnemonic:

VCMPTS.cond.vv rd, rs, rt
VCMPTS.cond.vs rd, rs, rt
VCMPTS.cond.vv.sy rd, rs, rt
VCMPTS.cond.vs.sy rd, rs, rt

scalarQ

scalar(Q

( (s0)
(scalar0(s0) = 1, sync
( (s0)
(scalar0(s0)

Function :

if VGPR[rs] cond VGPR|rt] then
SGPR[rd] + 1

else
SGPR[rd] + 0

endif

Exception :

Vector Integer Exception

Overview :

Vector Compare to Scalar Register. Results of each elements are store in each bit of scalar
register. When s0 is 1, execute oeprations by scalar register (SGPR|[rt]) insted of VGPR[rt].
When sync is 1, suppress the speculative execution. When set up, specifiy eq(=), gt(>), 1t(<),
ne(#£), le(<) or ge(>) to cond.
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VCMPUTS Vector Compare Unsigned to Scalar Register
Vector Compare VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

011110 rs rt rd | cond [s0]s] 101011
VINT CMPUTS
Mnemonic:

VCMPUTS.cond.vv rd, rs, rt
VCMPUTS.cond.vs rd, 8, rt
VCMPUTS.cond.vv.sy rd, rs, rt
VCMPUTS.cond.vs.sy rd, rs, rt

scalarQ

scalar(Q

( (s0)
(scalar0(s0) = 1, sync
( (s0)
(scalar0(s0)

Function :

if VGPR[rs] cond VGPR|rt] then
SGPR[rd] + 1

else
SGPR[rd] + 0

endif

Exception :

Vector Integer Exception

Overview :

Vector Compare Unsigned to Scalar Register. Results of each elements are stored in each bit
of scalar register. When s0 is 1, execute oeprations by scalar register (SGPR[rt]) insted of
VGPR|[rt]. When sync is 1, suppress the speculative execution. When set up, specifiy eq(=),
gt(>), 1t(<), ne(#£), le(<) or ge(>) to cond.
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VIRSH Vector Register Shift
Vector Register Shift VECTOR (After MRMTP2)
31 26 25 21 20 16 15 11 10 7 6 5 0

011110 rs rt rd 0000 [s|  o10100 |

VINT 0 RSH
Mnemonic:

VIRSH rd, rs, rt (sync(s) = 0)

VIRSH.sy rd, rs, 1t (sync(s) = 1)
Function :

VREG[rd][i] <~ VREG(rs][i—SREG]rt]]
Exception :

Vector Integer Exception

Overview :

Vector Register Shift. Shift elements of vector with SREGIrt]. Shift value is available also
negative number. If elements number of source register is negative number or over vector

length, set 0 to destination register. When sync is 1, suppress the speculative execution.
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VIRROT

Vector Register Rotation

Vector Register Rotation

VECTOR (After MRMTP?2)

31 26 25 21 20 16 15 7 6 5 0
011110 rs rt rd 0000 [s[ oto101 |
VINT 0 RROT

Mnemonic:

VIRROT rd, rs, rt (sync(s) = 0)
VIRROT.sy rd, rs, rt (sync(s) = 1)

Function :

VREG[rd][]] + VREG]rs][(i—SREG[rt]) mod LENGTH]

Exception :

Vector Integer Exception

Overview :

Vector Register Rotation. Rotate elements of vector with SREG[rt]. Rotate value is available

also negative number. When sync is 1, suppress the speculative execution.
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VIRPK Vector Register Packing
Vector Register Packing VECTOR (After MRMTP2)
31 26 25 21 20 16 15 11109 8 7 6 5 0

011110 rs 00000 rd | 00 [si|[p][s] 010110 |
VINT 0 0 RPK
Mnemonic:

VIRPK rd, rs (sync(s) = 0, high(h) = 0, byte(b) =
VIRPK.sy rd, rs (sync(s) = 1, high(h) = 0, byte(b) =
VIRPK.b rd, rs (sync(s) = 0, high(h) = 0, byte(b) =
VIRPK.b.sy rd, rs (sync(s) = 1, high(h) = 0, byte(b) =
VIRPK.h rd, rs (sync(s) = 0, high(h) = 1, byte(b) =
VIRPK.h.sy rd, rs (sync(s) = 1, high(h) = 1, byte(b) =
VIRPK.b.h 1d, rs (sync(s) = 0, high(h) = 1, byte(b) =
VIRPK.b.h.sy rd, rs (sync(s) = 1, high(h) = 1, byte(b) =

Function :
VREG(rd][i/2] + { VREG]rs]
VREG(rd][i/2] + { VREG]rs]

(high = 0, byte = 1)
VREG[rd][i/2) <+ {

VREG(rs][i]51...24,

VREG]rs|[i+1]15..8} (high = 1, byte = 1)

Exception :

Vector Integer Exception

Overview :

VREG]Irs|[i4+1]31.. 24,

i]15m0, VREG[I‘S] [i+1]15m0} (high = 07 byte = O)
1}31'”16, VREG[YS][I"‘”gll(;} (hlgh = 1, byte = 0)
VREG[I‘d] [1/2] — { VREG[I‘S] [1]23...167 VREG[I‘S] [1+1]23167 VREG[I‘S] [1]70, VREG[I‘S] [1+1]70}

VREG]rs][i]15.. 8,

Vector Register Packing. Pack elements of vector i and i + 1 to destination register i. Result

of this instruction, length of destination register become a half. When sync is 1, suppress the

speculative execution.
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VIRUPK Vector Register Unpacking
Vector Register Unpacking VECTOR (After MRMTP2)
31 26 25 21 20 16 15 11109 8 7 6 5 0

011110 rs 00000 rd [ 00 [n|b[s] 010111 |
VINT 0 0 RUPK
Mnemonic:

VIRUPK rd, rs (sync(s) = 0, signed(si) = 0, byte(b) = 0)
VIRUPK sy rd, rs (sync(s) = 1, signed(si) = 0, byte(b) = 0)
VIRUPK.b rd, rs (sync(s) = 0, signed(si) = 0, byte(b) = 1)
VIRUPK.b.sy rd, rs (sync(s) = 1, signed(si) = 0, byte(b) = 1)
VIRUPK s rd, rs (sync(s) = 0, signed(si) = 1, byte(b) = 0)
VIRUPK s.sy rd, rs (sync(s) = 1, signed(si) = 1, byte(b) = 0)
VIRUPK.b.s rd, rs (sync(s) = 0, signed(si) = 1, byte(b) = 1)
VIRUPK.b.s.sy rd, rs (sync(s) = 1, signed(si) = 1, byte(b) = 1)

[
rd][i*2] « sign_ext( VREG]rs][i]s1...16 ),
i*2+1] « sign_ext( VREG]rs][i]15...0 ) (signed = 1, byte = 0)
i*2] < { zero_ext( VREG(rs|[i]31...24 ), zero_ext( VREG]rs][i]15...5)},
VREG(rd][i*2+1] - { zero_ext( VREG](rs|[i]2s..16 ), zero_ext( VREGIrs|[i]7...0)} (signed = 0,
byte = 1)
VREG[rd][i*2] + { sign_ext( VREG(rs|[i]31..24 ), sign_ext( VREG]rs]i]15..8)},
VREG[rd][i*2+1] <« { sign_ext( VREG]rs][i]2s..16 ), sign-ext( VREG]rs][i]7..0)} (signed = 1,
byte = 1)

Exception :

Vector Integer Exception

Overview :

Vector Register Unpacking. Unpack an element of vector i to destination register 2 * i and 2 *
i + 1. Result of this instruction, length of destination register become a double. When sync is

1, suppress the speculative execution.
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VIMFC

Move from Vector Integer Control Register

Control Register Read VECTOR
31 26 25 21 20 16 15 1110 76 5 0
011110 rs 00000 rd 0000 [s[ 110000
VINT 0 0 MFC
Mnemonic:
VIMFC rd, rs (sync(s) = 0)
VIMFC.sy rd, rs (sync(s) = 1)

Function :
GPR|[rd] + VICTRL][rs]

Exception :

Overview :

Move from Vector Integer Control Register. Save the value from control register which is assigned

by rs to GPR. When sync is 1, suppress the speculative execution.

VIMTC

Move to Vector Integer Control Register

Control Register Write VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
011110 rs 00000 rd 0000 [s| 110001
VINT 0 0 MTC
Mnemonic:
VIMTC rd, rs (sync(s) = 0)
VIMTC.sy rd, rs (sync(s) = 1)

Function :
VICTRL[rd] < GPR]rs]

Exception :

Overview :

Move to Vector Integer Control Register. Save the value from GPR to control register which is

assigned by rd. When sync is 1, suppress the speculative execution.
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VIMFS Move from Vector Integer Scalar Register
Integer Scalar Register Read VECTOR
31 26 25 21 20 16 15 11 10 76 5 0

011110 rs 00000 rd 0000 [s[ 110010

VINT 0 0 MFS
Mnemonic:

VIMFS rd, rs (sync(s) = 0)

VIMFS.sy rd, rs (sync(s) = 1)
Function :

GPR[rd] < SGPR]rs]
Exception :

Vector Integer Exception

Overview :

Move from Vector Integer Scalar Register. Save the value from integer scalar register which is

assigned by rs to GPR. When sync is 1, suppress the speculative execution.
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VIMTS Move to Vector Integer Scalar Register
Integer Scalar Register Write VECTOR
31 26 25 21 20 16 15 11 10 76 5 0

011110 rs 00000 rd 0000 [s[ 110011

VINT 0 0 MTS
Mnemonic:

VIMTS rd, rs (sync(s) = 0)

VIMTS.sy rd, rs (sync(s) = 1)
Function :

SGPR[rd] + GPR]rs]
Exception :

Vector Integer Exception

Overview :

Move to Vector Integer Scalar Register. Save the value from GPR to integer scalar register

which is assigned by rd. When sync is 1, suppress the speculative execution.
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VIMFV

Move from Vector Integer Vector Register

Integer Vector Register Read VECTOR
31 26 25 21 20 16 15 11 10 76 5 0
011110 rs rt rd 0000 [s[ 110100
VINT 0 MFV
Mnemonic:
VIMFV rd, rs, rt (sync(s) = 0)
VIMFV.sy rd, rs, rt (sync(s) = 1)

Function :
SGPR[rd] < VGPR]rs][rt]
Exception :

Vector Integer Exception

Overview :

Move from Vector Integer Vector Register. Save the value from rt th element of vector register

which is assigned by rs to integer scalar register. When sync is 1, suppress the speculative

execution.
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VIMTV Move to Vector Integer Vector Register
Integer Vector Register Write VECTOR
31 26 25 21 20 16 15 11 10 76 5 0

011110 rs rt rd 0000 [s[ 110101

VINT 0 MTV
Mnemonic:

VIMTYV rd, rs, rt (sync(s) = 0)

VIMTV.sy rd, rs, rt (sync(s) = 1)
Function :

VGPR[rd][rt] + SGPR|rs]
Exception :

Vector Integer Exception

Overview :

Move to Vector Integer Vector Register. Save the value from integer scalar register from rt th
element of vector register which is assigned by rs. When sync is 1, suppress the speculative

execution.
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VIMTM

Move to Vector Integer Mask Register

Integer Vector Mask Register Write VECTOR
31 26 25 21 20 9 8 76 5 0
011110 rs 000000000000 lsifso[ s [  o11110
VINT 0 MTM
Mnemonic:
VIMTM.lo rs (scalar0(s0) = 1, scalarl(sl) = 0, sync(s) = 0)
VIMTM.hi rs (scalar0(s0) = 0, scalarl(sl) = 1, sync(s) = 0)
VIMTM.lo.sy rs (scalar0(s0) = 1, scalarl(sl) = 0, sync(s) = 1)
VIMTM.hi.sy rs (scalarO(s0) = 0, scalarl(sl) = 1, sync(s) = 1)

Function :

VICTRL[Mask Regieter] + SGPR|rs]

Exception :

Vector Integer Exception

Overview :

Move to Vector Integer Mask Register. Save the value from integer scalar register which is

assigned by rs to mask register.

When s0 is 1, save the value to lower half of mask register.

When sl is 1, save the value to upper half of mask register. When sync is 1, suppress the

speculative execution.
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VIRSV Vector Integer Register Reserve
Vector Integer Register Reserve VECTOR
31 26 25 21 20 16 15 11 10 76 5 0

011110 rs 00000 rd 0000 [s[ 110110

VINT 0 0 RSV
Mnemonic:

VIRSV rd, rs (sync(s) = 0)

VIRSV.sy rd, rs (sync(s) = 1)
Function :

reserve_vector_register(GPR]rs])
if success_reserve_operation then
GPR[rd] «+ 1
else
GPR[rd] «+ 0
endif

Exception :
None
Overview :

Vector Integer Register Reserve. Set the value which assign construction of register reserve
to GPR[rs]. When reservation is success, set 1 to GPR[rd], otherwise set 0. When sync is 1,

suppress the speculative execution.
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VIRLS

Vector Integer Register Release

Vector Integer Register Release VECTOR
31 26 25 16 15 76 5 0
011110 0000000000 rd 0000 [s| 110111
VINT 0 RLS
Mnemonic:
VIRLS rd (syne(s) = 0)
VIRLS.sy rd (sync(s) = 1)
Function :

release_vector_register|()

if success_release_operation then
GPR[rd] «+ 1

else
GPR[rd] «+ 0

endif

Exception :
None

Overview :

Vector Integer Register Release. When release is success, set 1 to GPR[rd], otherwise set 0.

When sync is 1, suppress the speculative execution.
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VIDCI Vector Integer Define Compound Instruction
Vector Integer Define Compound Instruction VECTOR
31 26 25 21 20 16 15 11 10 76 5 0

011110 rs 00000 rd 0000 [s[ 101110

VINT 0 0 DCI
Mnemonic:

VIDCI rd, 1s (sync(s) = 0)

VIDClL.sy rd, rs (sync(s) = 1)
Function :

VICPD[rd] < GPR]rs]
Exception :

Vector Integer Exception

Overview :

Vector Integer Define Compound Instruction. Store instruction in GPRJ[rs] to entry which
is assigned by rd of compound instruction buffer When sync is 1, suppress the speculative

execution.
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VIECI Vector Integer Execute Compound Instruction
Vector Integer Execute Compound Instruction VECTOR
31 26 25 21 20 16 15 11 10 0
011110 s rt rd no 101111
VINT ECI
Mnemonic:

VIECI rd, rs, rt, no
Function :

VGPR[rd] < VGPR][rs] op VGPR|rt]
Exception :

Vector Integer Exception

Overview :

Vector Integer Execute Compound Instruction. Execute instructions on compound instruction

buffer from the address which is assigned by no.



3.3.  Responsive Multithreaded Processor Specific Instructions 267

VILW Vector Integer Load Word
Vector Integer Load Word VECTOR
31 26 25 21 20 16 15 76 5 0

011110 base rt 000000000 [s] 111010

VINT 0 LW
Mnemonic:

VILW rt, base (sync(s) = 0)

VILW sy rt, base (sync(s) = 1)
Function :

VGPR[rt] + MEM.WORD|GPR|base]]
Exception :

Vector Integer Exception
D-TLB No Entry Matched
D-TLB Protection Error

Data Address Miss Align (Load)

Overview :

Vector Integer Load Word. Load from memory to vector integer register. When sync is 1,

suppress the speculative execution.
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% 33 Instruction Set

VISW

Vector Integer Store Word

Vector Integer Store Word VECTOR
31 26 25 21 20 16 15 76 5 0
011110 base rt 000000000 [s] 111110
VINT 0 SW
Mnemonic:
VISW rt, base (sync(s) = 0)
VISW.sy rt, base (sync(s) = 1)

Function :

MEM.WORD[GPR [base]] « VGPR|[rt]

Exception :

Vector Integer Exception
D-TLB No Entry Matched
D-TLB Protection Error

Data Address Miss Align (Store)

Overview :

Vectro Integer Store Word. Store from vector integer register to memory. When sync is 1,

suppress the speculative execution.
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VADDQB Vector Add Quad Byte
Vector Add Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111110 | rs rt rd [o]s2[o]so]s] 100000

VINT.QB 0 0 ADD

Mnemonic:
VADD.QB.vv rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VADD.QB.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VADD.QB.vv.108 rd, 1s, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VADD.QB.vv.sy rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VADD.QB.vs.108 rd, s, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VADD.QB.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VADD.QB.vv.lo8.sy rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VADD.QB.vs.lo8.sy rd, rs, 1t (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR[rs] + VGPR|rt]
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Add. When s0 is 1, execute operations by scalar register (SGPR[rt]) insted
of VGPRIrt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VSUBQB Vector Subtract Quad Byte
Vector Subtract Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111110 | rs rt rd [o]s2]st]so]s] 100010

VINT.QB 0 SUB

Mnemonic:
VSUB.QB.vv rd, 1s, rt (scalar0(s0) = 0, scalarl(sl) =0, scalar2(s2) = 0, sync(s) = 0)
VSUB.QB.vs rd, rs, rt (scalar0(s0) = 1, scalarl(sl) =0, scalar2(s2) = 0, sync(s) = 0)
VSUB.QB.sv rd, rs, rt (scalar0(s0) = 0, scalarl(sl) =1, scalar2(s2) = 0, sync(s) = 0)
VSUB.QB.vv.lo8 rd, rs, rt (scalarO(s0) = 0, scalarl(sl) =0, scalar2(s2) = 1, sync(s) = 0)
VSUB.QB.vv.sy rd, rs, rt (scalar0(s0) = 0, scalarl(sl) =0, scalar2(s2) = 0, sync(s) = 1)
VSUB.QB.vs.108 rd, rs, rt (scalar0(s0) = 1, scalarl(sl) =0, scalar2(s2) = 1, sync(s) = 0)
VSUB.QB.sv.lo8 rd, rs, rt (scalar0(s0) = 0, scalarl(sl) =1, scalar2(s2) = 1, sync(s) = 0)
VSUB.QB.vs.sy rd, rs, rt (scalarO(s0) = 1, scalarl(sl) =0, scalar2(s2) = 0, sync(s) = 1)
VSUB.QB.sv.sy rd, rs, 1t (scalar0(s0) = 0, scalarl(sl) =1, scalar2(s2) = 0, sync(s) = 1)
VSUB.QB.vs.1o8.sy rd, s, rt (scalar0(s0) = 1, scalarl(sl) =0, scalar2(s2) = 1, sync(s) = 1)
VSUB.QB.sv.108.sy rd, rs, rt (scalar0(s0) = 0, scalarl(sl) =1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPRIrd] < VGPR[rs] - VGPR|rt]
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Subtract. When s0 is 1, execute operations by scalar register (SGPR/rt]) insted
of VGPRIrt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VMULTQB Vector Multiply Quad Byte
Vector Multiply Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111110 | rs | rt rd [o]s2[o]so]s] 011000

VINT.QB 0 0 MULT

Mnemonic:
VMULT.QB.vv rd, s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VMULT.QB.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VMULT.QB.vv.10o8 rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VMULT.QB.vv.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VMULT.QB.vs.lo8 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VMULT.QB.vs.108 rd, s, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VMULT.QB.vv.lo8.sy rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VMULT.QB.vs.108.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR[rs] x VGPR|rt]
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Multiply. When s0 is 1, execute operations by scalar register (SGPR]rt]) insted
of VGPRIrt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.



272 %5 3% Instruction Set
VMULTUQB Vector Multiply Unsigned
Vector Multiply Unsigned VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0
111110 | rs [ rt [o]s2[o]s0o]s] 011001
VINT.QB MULTU
Mnemonic:
VMULTU.QB.vv rd, rs, rt = 0, scalar2(s2) = 0, sync(s) =

VMULTU.QB.vs rd, rs, rt
VMULTU.QB.vv.108 rd, r8, rt
VMULTU.QB.vv.sy rd, rs, rt
VMULTU.QB.vs.lo8 rd, rs, rt
VMULTU.QB.vs.sy rd, rs, 1t
VMULTU.QB.vv.108.sy rd, rs, rt
VMULTU.QB.vs.lo8.sy rd, rs, rt

Function :
VGPR[rd] + VGPR[rs] x VGPR|rt]
Exception :

Vector Integer Exception

Overview :

= 1, scalar2(s2

= 1, scalar2(s2

DD D DD DO

) (s)
) (s)
) (s)
) (s)
$2) = 1, sync(s) =
) (s)
) (s)
) (s)

= 1, scalar2(s2) =

8 bit * 4 Vector Multiply Unsigned. When s0 is 1, execute operations by scalar register
(SGPR|rt]) insted of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR]rt].

When sync is 1, suppress the speculative execution.
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VMULTHQB Vector Multiply Quad Byte on High Bit
Vector Multiply Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111110 | rs | rt rd [o]s2[o]so]s] 010000

VINT.QB 0 0 MULTH

Mnemonic:
VMULTH.QB.vv rd, s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VMULTH.QB.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VMULTH.QB.vv.lo8 rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VMULTH.QB.vv.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VMULTH.QB.vs.1o8 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VMULTH.QB.vs.sy rd, 1s, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VMULTH.QB.vv.108.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VMULTH.QB.vs.108.sy 1d, 15, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR[rs] x VGPR|rt]
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Multiply. Store upper half of results of execution to VGPR[rd]. When s0 is
1, execute operations by scalar register (SGPR|rt]) insted of VGPR]rt]. When s2 is 1, execute
operations by lower half of VGPR|[rt]. When sync is 1, suppress the speculative execution.
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VMULTUHQB Vector Multiply Unsigned Quad Byte on High Bit

Vector Multiply Unsigned Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0
111110 | rs | rt rd [o]s2[o]so]s]  o10001
VINT.QB 0 0 MULTUH
Mnemonic:

VMULTUH.QB.vv rd, rs, rt ( (
VMULTUH.QB.vs rd, rs, rt ( (
VMULTUH.QB.vv.108 rd, rs, rt ( (
VMULTUH.QB.vv.sy rd, s, rt ( (
VMULTUH.QB.vs.108 rd, rs, rt (scalar0(s0

( (

( (

( (

scalar0(s0 (s2) (s)

scalar0(s0) = 1, scalar2(s2) (s)

scalar0(s0 (s2) (s)

scalar0(s0) = 0, scalar2(s2) (s)

= 1, scalar2(s2) = 1, sync(s) =

VMULTUH.QB.vs.sy rd, rs, rt (s2) (s)
VMULTUH.QB.vv.lo8.sy rd, rs, rt (s2) (s)
(s2) (s)

VMULTUH.QB.vs.108.sy rd, rs, 1t

scalarQ(s0) = 1, scalar2(s2
scalar0(s0

scalarO(s0) = 1, scalar2(s2) =

DD D DD DO

Function :
VGPR[rd] + VGPR[rs] x VGPR|rt]
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Multiply Unsigned. Store upper half of results of execution to VGPR[rd].
When s0 is 1, execute operations by scalar register (SGPR|[rt]) insted of VGPR[rt]. When s2
is 1, execute operations by lower half of VGPR|rt]. When sync is 1, suppress the speculative

execution.
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VMADDQB Vector Multiply and Add Quad Byte
Vector Multiply and Add Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111110 | rs | rt rd [o]s2[o]s0o]s] 100001

VINT.QB 0 0 MADD

Mnemonic:
VMADD.QB.vv rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VMADD.QB.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VMADD.QB.vv.lo8 rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VMADD.QB.vv.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VMADD.QB.vs.108 rd, s, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VMADD.QB.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VMADD.QB.vv.108.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VMADD.QB.vs.108.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] «+ VGPR[rs] x VGPR|rt] + VGPR|[rd]
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Multiply and Add. When s0 is 1, execute operations by scalar register (SGPR]rt])
insted of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR|[rt]. When sync is

1, suppress the speculative execution.
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VMSUBQB Vector Multiply and Subtract Quad Byte
Vector Multiply and Subtract Quad Byte VECTOR
31 26 25 21 20 11109 8 7 6 5 0
111110 | rs [ rt [0]s2[o]s0o]s] 100011
VINT.QB MSUB
Mnemonic:
VMSUB.QB.vv rd, rs, rt = 0, scalar2(s2) = 0, sync(s) =

VMSUB.QB.vs rd, rs, rt
VMSUB.QB.vv.108 rd, rs, rt
VMSUB.QB.vv.sy rd, rs, rt
VMSUB.QB.vs.lo8 rd, s, rt
VMSUB.QB.vs.sy rd, rs, rt
VMSUB.QB.vv.108.sy rd, rs, rt
VMSUB.QB.vs.lo8.sy rd, rs, rt

Function :

VGPR[rd] - VGPR[rs] x VGPR[rt] - VGPR/rd]

Exception :

Vector Integer Exception

Overview :

= 1, scalar2(s2

= 1, scalar2(s2

= 1, scalar2(s2) =

) (s)
) (s)
) (s)
) (s)
$2) = 1, sync(s) =
) (s)
) (s)
) (s)

DD D DD DO

8 bit * 4 Vector Multiply and Subtract. When s0 is 1, execute operations by scalar register
(SGPR|rt]) insted of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR]rt].

When sync is 1, suppress the speculative execution.
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VACCQB Vector Accumulate Quad Byte
Vector Accumulate Quad Byte VECTOR
31 26 25 21 20 16 15 11 10 6 5 0

111110 I rs rt rd 00000 001010

VINT.QB 0 ACC
Mnemonic:

VACC.QB rd, rs (syne(s) = 0)
VACC.QB.sy rd, rs (sync(s) = 1)
Function :

SGPR[rd] < Y VGPRIrs]
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Accumulate. Add all elements of vector. When sync is 1, suppress the speculative

execution.
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VMACQB Vector Multiply and Accumulate Quad Byte
Vector Multiply and Accumulate Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111110 | rs | rt rd [o]s2[o]s0o]s]  oo1011

VINT.QB 0 0 MAC

Mnemonic:
VMAC.QB.vv rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VMAC.QB.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VMAC.QB.vv.1o8 rd, 1s, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VMAC.QB.vv.sy rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VMAC.QB.vs.1o8 rd, s, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VMAC.QB.vs.sy rd, 1s, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VMAC.QB.vv.lo8.sy rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VMAC.QB.vs.lo8.sy rd, rs, 1t (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
SGPR[rd] < > VGPR]rs] x VGPRIrt]
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Multiply and Accumulate. Multiply elements of 2 vector and add all elements of
these result. When s0 is 1, execute operations by scalar register (SGPR|[rt]) insted of VGPR]rt].
When s2 is 1, execute operations by lower half of VGPR|rt]. When sync is 1, suppress the

speculative execution.
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VANDQB Vector And Quad Byte
Vector And Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111110 | rs rt rd [o]s2[o]so]s] 100100

VINT.QB 0 0 AND

Mnemonic:
VAND.QB.vv rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VAND.QB.vs rd, s, 1t (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VAND.QB.vv.1o8 rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VAND.QB.vv.sy rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VAND.QB.vs.108 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VAND.QB.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VAND.QB.vv.lo8.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VAND.QB.vs.108.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] «+ VGPR[rs] and VGPR]rt]
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector And. When s0 is 1, execute operations by scalar register (SGPR[rt]) insted
of VGPRIrt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VOR.QB

Vector Or Quad Byte

Vector Or Quad Byte

31 26 25

11109 8 7 6 5

VECTOR

111110 | TS

[0]s2[0]s0] ]

100101

VINT.QB

Mnemonic:

VOR.QB.vv rd, rs, rt
VOR.QB.vs rd, 18, 1t
VOR.QB.vv.lo8 rd, rs, rt
VOR.QB.vv.sy rd, rs, rt
VOR.QB.vs.108 rd, rs, 1t
VOR.QB.vs.sy rd, rs, 1t
VOR.QB.vv.108.sy rd, rs, rt
VOR.QB.vs.108.sy rd, rs, rt

Function :

VGPR[rd] - VGPR[rs] or VGPR[rt]

Exception :

Vector Integer Exception

Overview :

= 1, scalar2(s2

= 1, scalar2(s2

= 1, scalar2(s2) =

) (s)
) (s)
) (s)
) (s)
$2) = 1, sync(s) =
) (s)
) (s)
) (s)

D DD DD O

OR

8 bit * 4 Vector Or. When s0 is 1, execute operations by scalar register (SGPR][rt]) insted
of VGPRIrt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VXORQB Vector Exclusive Or Quad Byte
Vector Exclusive Or Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111110 | rs rt rd [o]s2[o]s0]s] 100110

VINT.QB 0 0 XOR

Mnemonic:
VXOR.QB.vv rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VXOR.QB.vs rd, s, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VXOR.QB.vv.lo8 rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VXOR.QB.vv.sy rd, 1s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VXOR.QB.vs.108 rd, rs, 1t (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VXOR.QB.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VXOR.QB.vv.1o8.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VXOR.QB.vs.lo8.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPRIrd] + VGPR[rs] xor VGPR]rt)
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Exclusive Or. When s0 is 1, execute operations by scalar register (SGPR]rt])
insted of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR|[rt]. When sync is

1, suppress the speculative execution.
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VNOR.QB

Vector Not Or Paried HalfWord

Vector Not Or Quad Byte VECTOR

31 26 25 21 20 16 15 11109 8 7 6 5 0
111110 | rs rt [o]s2[o]s0o]s] 100111

VINT.QB 0 0 NOR

Mnemonic:
VNOR.QB.vv rd, s, rt scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VNOR.QB.vs rd, rs, rt scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VNOR.QB.vv.108 rd, 1s, rt scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VNOR.QB.vv.sy rd, rs, rt scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VNOR.QB.vs.1o8 rd, rs, rt scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VNOR.QB.vs.sy rd, rs, rt scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VNOR.QB.vv.lo8.sy rd, rs, 1t scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VNOR.QB.vs.108.sy rd, rs, rt scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :

VGPRIrd] «+ VGPR[rs] nor VGPR|rt]
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Not Or. When s0 is 1, execute operations by scalar register (SGPR[rt]) insted
of VGPRIrt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VSLLVQB Vector Shift Left Logical Variable Quad Byte
Vector Shift Left Logical Variable Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111110 | rs | rt rd [o]s2[o]so]s] 000100

VINT.QB 0 0 SLLV

Mnemonic:
VSLLV.QB.vv 1d, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VSLLV.QB.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VSLLV.QB.vv.lo8 rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VSLLV.QB.vv.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VSLLV.QB.vs.1o8 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VSLLV.QB.vs.sy rd, 1s, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VSLLV.QB.vv.lo8.sy rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VSLLV.QB.vs.108.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :

8 bit * 4 Vector Shift Left Logical Variable. When s0 is 1, execute operations by scalar register
(SGPR|rt]) insted of VGPR|[rt]. When s2 is 1, execute operations by lower half of VGPR/rt].

When sync is 1, suppress the speculative execution.
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Not Or. When s0 is 1, execute operations by scalar register (SGPR[rt]) insted
of VGPRIrt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VSRLV.QB Vector Shift Right Logical Variable Quad Byte
Vector Shift Right Logical Variable Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111110 | rs | rt rd [o]s2[o]so]s] 000110

VINT.QB 0 0 SRLV

Mnemonic:
VSRLV.QB.vv rd, s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VSRLV.QB.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VSRLV.QB.vv.lo8 rd, 1s, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VSRLV.QB.vv.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VSRLV.QB.vs.lo8 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VSRLV.QB.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VSRLV.QB.vv.lo8.sy rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VSRLV.QB.vs.1o8.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :

8 bit * 4 Vector Shift Right Logical Variable. When s0 is 1, execute operations by scalar register
(SGPR|rt]) insted of VGPR|[rt]. When s2 is 1, execute operations by lower half of VGPR/rt].

When sync is 1, suppress the speculative execution.
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Not Or. When s0 is 1, execute operations by scalar register (SGPR[rt]) insted
of VGPRIrt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VSRAV.QQB Vector Shift Right Arithmetic Variable Quad Byte
Vector Shift Right Arithmetic Variable Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111110 | rs | rt | rd [o]s2[o]s0o]s]  oo0111

VINT.QB 0 o0 SRAV

Mnemonic:

VSRAV.QB.vv rd, rs, rt ( (
VSRAV.QB.vs rd, s, rt ( (
VSRAV.QB.vv.lo8 rd, rs, rt ( (
VSRAV.QB.vv.sy rd, rs, rt ( (
VSRAV.QB.vs.1o8 rd, rs, rt (scalar0(s0

( (

( (

( (

scalar0(s0 (s2) (s)

scalar0(s0) = 1, scalar2(s2) (s)

scalar0(s0 (s2) (s)

scalar0(s0) = 0, scalar2(s2) (s)

= 1, scalar2(s2) = 1, sync(s) =

VSRAV.QB.vs.sy rd, rs, rt (s2) (s)
VSRAV.QB.vv.lo8.sy rd, rs, 1t (s2) (s)
(s2) (s)

VSRAV.QB.vs.108.sy rd, rs, rt

scalarQ(s0) = 1, scalar2(s2
scalar0(s0

scalarO(s0) = 1, scalar2(s2) =

DD D DD DO

Function :

8 bit * 4 Vector Shift Right Arithmetic Variable. When s0 is 1, execute operations by scalar
register (SGPR[rt]) insted of VGPR[rt]. When s2 is 1, execute operations by lower half of
VGPR|[rt]. When sync is 1, suppress the speculative execution.

Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Not Or. When s0 is 1, execute operations by scalar register (SGPR[rt]) insted
of VGPRIrt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VRTLVQB Vector Rotate Left Variable Quad Byte
Vector Rotate Left Variable Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111110 | rs | rt rd [o]s2[o]so]s] 000000

VINT.QB 0 0 SRTLV

Mnemonic:
VRTLV.QB.vv 1d, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VRTLV.QB.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VRTLV.QB.vv.1o8 rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VRTLV.QB.vv.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VRTLV.QB.vs.lo8 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VRTLV.QB.vs.sy rd, 1s, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VRTLV.QB.vv.lo8.sy rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VRTLV.QB.vs.108.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR[rt] <<< VGPR]rs]
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Rotate Left Variable. When s0 is 1, execute operations by scalar register
(SGPR|rt]) insted of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR]rt].

When sync is 1, suppress the speculative execution.



3.3.  Responsive Multithreaded Processor Specific Instructions 287

VRTRVQB Vector Rotate Right Variable Quad Byte
Vector Rotate Right Variable Quad Byte VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111110 | rs | rt rd [o]s2[o]so]s] 000010

VINT.QB 0 0 SRTRV

Mnemonic:
VRTRV.QB.vv rd, s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VRTRV.QB.vs rd, rs, 1t (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VRTRV.QB.vv.lo8 rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VRTRV.QB.vv.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VRTRV.QB.vs.1o8 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VRTRV.QB.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VRTRV.QB.vv.lo8.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VRTRV.QB.vs.108.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] <+ VGPR[rt] >>> VGPR]rs]
Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Rotate Right Variable. When s0 is 1, execute operations by scalar register
(SGPR|rt]) insted of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR]rt].

When sync is 1, suppress the speculative execution.
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VCMP.QB

Vector Compare Quad Byte

Vector Compare Quad Byte VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
111110 | rs rt | cond [s0]s] 101000
VINT.QB CMP
Mnemonic:
VCMP.cond.QB.vv rd, s, rt (scalar0(s0) = 0, sync(s) = 0)
VCMP.cond.QB.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VCMP.cond.QB.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VCMP.cond.QB.vs.sy rd, 1s, rt (scalar0(s0) = 1, sync(s) = 1)

Function :

if VGPR[rs] cond VGPR|rt] then
VGPR[rd] + 1

else
VGPR[rd] «+ 0

endif

Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Compare. Set 1 or 0 to VGPR[rd] depend on cond. When s0 is 1, execute
oeprations by scalar register (SGPR[rt]) insted of VGPR|rt]. When sync is 1, suppress the

speculative execution. When set up, specifiy eq(=), gt(>), 1t(<), ne(#), le(<) or ge(>) to cond.
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VSCMPQB Vector Compare Quad Byte

Vector Compare Quad Byte VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
111110 | rs rt rd | cond [so[s] 001100
VINT.QB SCMP
Mnemonic:

VSCMP.cond.QB.vv rd, rs, 1t
VSCMP.cond.QB.vs rd, rs, rt
VSCMP.cond.QB.vv.sy rd, rs, rt
VSCMP.cond.QB.vs.sy rd, rs, rt

scalarQ

scalar(Q

( (s0)
(scalar0(s0) = 1, sync
( (s0)
(scalar0(s0)

Function :

if VGPR[rs] cond VGPR|rt] then
VGPR[rd] + 1

else
VGPR[rd] «+ 0

endif

Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Compare. Execute oepration using lower half of VGPR[rt]. Set 1 or 0 to
VGPR|rd] depend on cond. When s0 is 1, execute oeprations by scalar register (SGPR|[rt])
insted of VGPR[rt]. When sync is 1, suppress the speculative execution. When set up, specifiy
eq(=), gt(>), 1t(<), ne(#£), le(<) or ge(>) to cond.
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VCMPU.QB

Vector Compare Unsigned Quad Byte

Vector Compare Unsigned Quad Byte VECTOR
31 26 25 16 15 11 10 8 7 6 5 0
111110 | s rd | cond [s0]s] 101001
VINT.QB CMPU
Mnemonic:
VCMPU.cond.QB.vv rd, s, rt (scalar0(s0) = 0, sync(s) = 0)
VCMPU.cond.QB.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VCMPU.cond.QB.vv.sy rd, rs, 1t (scalar0(s0) = 0, sync(s) = 1)
VCMPU.cond.QB.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :

if VGPR[rs] cond VGPR|rt] then

VGPR[rd] + 1
else

VGPR[rd] «+ 0
endif

Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Compare Unsigned. Set 1 or 0 to VGPR[rd] depend on cond. When s0 is 1,
execute oeprations by scalar register (SGPR]rt]) insted of VGPR[rt]. When sync is 1, suppress

the speculative execution. When set up, specifiy eq(=), gt(>), 1t(<), ne(#), le(<) or ge(>) to

cond.
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VSCMPUQB Vector Compare Unsigned Quad Byte
Vector Compare Unsigned Quad Byte VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

111110 | rs | rt rd | cond [s0]s]  oo1101

VINT.QB SCMPU

Mnemonic:

VSCMPU.cond.QB.vv rd, s, rt
VSCMPU.cond.QB.vs rd, rs, rt
VSCMPU.cond.QB.vv.sy rd, s, rt
VSCMPU.cond.QB.vs.sy rd, rs, rt

scalarQ

scalar(Q

( (s0)
(scalar0(s0) = 1, sync
( (s0)
(scalar0(s0)

Function :

if VGPR[rs] cond VGPR|rt] then
VGPR[rd] + 1

else
VGPR[rd] «+ 0

endif

Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Compare Unsigned. Execute oepration using lower half of VGPR]rt]. Set 1 or
0 to VGPR[rd] depend on cond. When s0 is 1, execute oeprations by scalar register (SGPR]rt])
insted of VGPR[rt]. When sync is 1, suppress the speculative execution. When set up, specifiy
eq(=), gt(>), 1t(<), ne(#£), le(<) or ge(>) to cond.
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VCMPTSQB Vector Compare to Scalar Register Quad Byte
Vector Compare to Scalar Register Quad Byte VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

111110 | rs | rt rd | cond [s0]s] 101010

VINT.QB CMPTS

Mnemonic:

VCMPTS.cond.QB.vv rd, rs, rt (
VCMPTS.cond.QB.vs rd, rs, rt (
VCMPTS.cond.QB.vv.sy rd, rs, 1t (scalar0
VCMPTS.cond.QB.vs.sy rd, s, rt (

scalarQ

scalarQ

scalarQ

Function :

if VGPR[rs] cond VGPR|rt] then
SGPR[rd] + 1

else
SGPR[rd] + 0

endif

Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Compare to Scalar Register. Results of each elements are store in each bit
of scalar register. When s0 is 1, execute oeprations by scalar register (SGPR[rt]) insted of
VGPR|[rt]. When sync is 1, suppress the speculative execution. When set up, specifiy eq(=),
gt(>), 1t(<), ne(#£), le(<) or ge(>) to cond.
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VSCMPTSQB Vector Compare Quad Byte to Scalar Register

Vector Compare Quad Byte to Scalar Register VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
| rs | rt rd | cond [s0]s] 001110
VINT.QB SCMPTS

Mnemonic:

VSCMPTS.cond.QB.vv rd, rs, rt (scalar0(s0) = 0, sync(s) = 0)

VSCMPTS.cond.QB.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)

VSCMPTS.cond.QB.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)

VSCMPTS.cond.QB.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :

if VGPR[rs] cond VGPR|rt] then
SGPR[rd] + 1

else
SGPR[rd] + 0

endif

Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Compare to Scalar Register. Execute oepration using lower half of VGPR[rt].
Results of each elements are store in each bit of scalar register. When s0 is 1, execute oeprations
by scalar register (SGPR]rt]) insted of VGPR|[rt]. When sync is 1, suppress the speculative
execution. When set up, specifiy eq(=), gt(>), 1t(<), ne(#£), le(<) or ge(>) to cond.
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VCMPUTS.QBVector Compare Unsigned Quad Byte to Scalar Register

Vector Compare Unsigned Quad Byte to Scalar Register VECTOR
31 26 25 21 20 11 10 8 7 6 5 0
111110 | rs | rt | cond [s0]s] 101011
VINT.QB CMPUTS
Mnemonic:
VCMPUTS.cond.QB.vv rd, 1s, rt (scalar0(s0) = 0, sync(s) = 0)
VCMPUTS.cond.QB.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VCMPUTS.cond.QB.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VCMPUTS.cond.QB.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :

if VGPR[rs] cond VGPR|rt] then
SGPR[rd] + 1

else
SGPR[rd] + 0

endif

Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Compare Unsigned to Scalar Register. Results of each elements are store in

each bit of scalar register. When s0 is 1, execute oeprations by scalar register (SGPR]rt]) insted

of VGPR[rt]. When sync is 1, suppress the speculative execution. When set up, specifiy eq(=),

gt(>), 1t(<), ne(#£), le(<) or ge(>) to cond.
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VSCMPUTS.QBVector Compare Unsigned Quad Byte to Scalar Register

Vector Compare Unsigned Quad Byte to Scalar Register VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
111110 | rs | rt rd | cond [s0]s]  oo1111
VINT.QB SCMPUTS
Mnemonic:

scalarQ

VSCMPUTS.cond.QB.vv rd, rs, rt ( (s0) (s)=0
VSCMPUTS.cond.QB.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0
VSCMPUTS.cond.QB.vv.sy rd, rs, rt (scalar0(s0) (s)=1
VSCMPUTS.cond.QB.vs.sy rd, s, rt ( (s0) (s)=1

scalarQ

Function :

if VGPR[rs] cond VGPR|rt] then
SGPR[rd] + 1

else
SGPR[rd] + 0

endif

Exception :

Vector Integer Exception

Overview :

8 bit * 4 Vector Compare Unsigned to Scalar Register. Execute oepration using lower half
of VGPR[rt]. Results of each elements are store in each bit of scalar register. When s0 is 1,
execute oeprations by scalar register (SGPR|rt]) insted of VGPR]rt]. When sync is 1, suppress
the speculative execution. When set up, specifiy eq(=), gt(>), 1t(<), ne(#), le(<) or ge(>) to

cond.
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VADD.PH

Vector Add Paired HalfWord

Vector Add Paired HalfWord VECTOR

31 26 25 2120 16 15 11109 8 7 6 5 0
110110 rs rt [o]s2[o]s0[s] 100000 ]

VINT.PH 0 0 ADD

Mnemonic:
VADD.PH.vv rd, rs, rt scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VADD.PH.vs rd, rs, rt scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VADD.PH.vv.l016 rd, s, rt scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VADD.PH.vv.sy rd, rs, rt scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VADD.PH.vs.1016 rd, rs, rt scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VADD.PH.vs.sy rd, rs, 1t scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VADD.PH.lo16.sy rd, rs, rt scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VADD.PH.vs.lo16.sy rd, rs, rt scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR|rs] + VGPR|rt]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Add. When s0 is 1, execute operations by scalar register (SGPR][rt]) insted
of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VSUB.PH Vector Subtract Paired HalfWord
Vector Subtract Paired HalfWord VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0
| 110110 rs | rt rd [ofs2]si[so[ s| 100010 ]

VINT.PH 0 SUB
Mnemonic:

VSUB.PH.vv rd, rs, rt scalar0(s0) = 0, scalarl(sl) =0, scalar2(s2) = 0, sync(s) =
VSUB.PH.vs rd, rs, rt scalar0(s0) = 1, scalarl(sl) =0, scalar2(s2) = 0, sync(s) =

scalar0(s0O , scalar2

( (s0) (s1)

( (s0) (s1)
VSUB.PH.sv rd, rs, 1t ( (s0) (s1) =
VSUB.PH.vv.lo16 rd, rs, rt ( (s0) (s1)
VSUB.PH.sy rd, rs, rt ( (s0) (s1)
VSUB.PH.vs.lo16 rd, rs, rt (scalar0(s0) = 1, scalarl(sl)
( (s0) (s1) =

( (s0) (s1)

( (s0) (s1)

( (s0) (s1)

( (s0) (s1) =

= 0, scalarl(sl

scalarO(s0) = 0, scalarl(sl scalar2
scalar0(s0 scalar2

=0,
= 0, scalarl(sl) =0,
=0,

scalar0(sO , scalar2

VSUB.PH.sv.lo16 rd, rs, rt
VSUB.PH.vs.sy rd, rs, rt
VSUB.PH.sv.sy rd, rs, rt
VSUB.PH.vs.lo16.sy rd, rs, rt

VSUB.PH.sv.lo16.sy rd, rs, rt

= 0, scalarl(sl

0, scalar2

scalarO(s0) = 1, scalarl(sl

scalar0(s0) = 0, scalarl(sl) =1, scalar2

scalar0(s0) = 1, scalarl(sl) =0, scalar2

scalar0(s0O , scalar2

(s2) (s) =0)
(s2) (s) =0)
(s2) (s) =0)
(s2) (s) =0)
(s2) (s)=1)
bcalar2(52) = 1, sync(s) = 0)
(s2) (s) =0)
(s2) (s)=1)
(s2) (s)=1)
(s2) (s)=1)
(s2) (s) =1)

= 0, scalarl(sl

Function :
VGPR|[rd] + VGPR|rs] - VGPRIrt)
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Subtract. When s0 is 1, execute operations by scalar register (SGPR[rt]) insted
of VGPRIrt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VMULT.PH Vector Multiply Paired HalfWord
Vector Multiply Paired HalfWord VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

110110 rs rt rd [o]s2[o]so]s] 011000

VINT.PH 0 0 MULT

Mnemonic:
VMULT.PH.vv rd, 1s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VMULT.PH.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VMULT.PH.vv.1016 rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VMULT.PH.vv.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VMULT.PH.vs.1016 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VMULT.PH.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VMULT.PH.lo16.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VMULT.PH.vs.lo16.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR[rs] x VGPR|rt]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Multiply. When s0 is 1, execute operations by scalar register (SGPR/[rt]) insted
of VGPRIrt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VMULTU.PH Vector Multiply Unsigned
Vector Multiply Paired HalfWord VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

110110 rs rt rd [o]s2[o]so]s] 011001

VINT.PH MULTU

Mnemonic:
VMULTU.PH.vv rd, 1s, 1t (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VMULTU.PH.vs rd, rs, 1t (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VMULTU.PH.vv.1016 rd, 1s, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VMULTU.PH.vv.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VMULTU.PH.vs.1o16 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VMULTU.PH.vs.sy rd, s, 1t (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VMULTU.PH.vv.lol6.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VMULTU.PH.vs.lo16.sy rd, 1s, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR[rs] x VGPR|rt]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Multiply Unsigned. When s0 is 1, execute operations by scalar register
(SGPR|rt]) insted of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR]rt].

When sync is 1, suppress the speculative execution.
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VMULTH.PH

Vector Multiply Paired HalfWord on High Bit

Vector Multiply Paired HalfWord VECTOR
31 26 25 21 20 11109 8 7 6 5 0
110110 rs [o]s2]o]so[s] 010000
VINT.PH MULRH
Mnemonic:
VMULTH.PH.vv rd, rs, rt = 0, scalar2(s2) = 0, sync(s) =

VMULTH.PH.vs rd, rs, 1t

VMULTH.PH.vv.lo16 rd, rs, rt

VMULTH.PH.vv.sy rd, rs, rt

VMULTH.PH.vs.1016 rd, rs, rt

VMULTH.PH.vs.sy rd, rs, rt

VMULTH.PH.vv.lo16.sy rd, rs, rt
VMULTH.PH.vs.lo16.sy rd, rs, rt

Function :

VGPR[rd] - VGPR[rs] x VGPRrt]

Exception :

Vector Integer Exception

Overview :

= 1, scalar2(s2

= 1, scalar2(s2

= 1, scalar2(s2) =

) (s)
) (s)
) (s)
) (s)
$2) = 1, sync(s) =
) (s)
) (s)
) (s)

DD D DD DO

16 bit * 2 Vector Multiply Signed. Store upper half of results of execution to VGPR[rd]. When s0
is 1, execute operations by scalar register (SGPR[rt]) insted of VGPR[rt]. When s2 is 1, execute
operations by lower half of VGPR|[rt]. When sync is 1, suppress the speculative execution.
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VMULTUH.PHvector Multiply Unsigned Paired HalfWord on High Bit

Vector Multiply Paired HalfWord VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0
110110 rs rt rd [o]s2[o]so]s]  o10001
VINT.PH 0 0 MULTUH
Mnemonic:

VMULTUH.PH.vv rd, rs, rt ( (
VMULTUH.PH.vs rd, rs, rt ( (
VMULTUH.PH.vv.1016 rd, s, rt ( (
VMULTUH.PH.vv.sy rd, rs, 1t ( (
VMULTUH.PH.vs.lo16 rd, rs, rt (scalar0(s0

( (

( (

( (

scalar0(s0 (s2) (s)

scalar0(s0) = 1, scalar2(s2) (s)

scalar0(s0 (s2) (s)

scalar0(s0) = 0, scalar2(s2) (s)

= 1, scalar2(s2) = 1, sync(s) =

VMULTUH.PH.vs.sy rd, rs, 1t (s2) (s)
VMULTUH.PH.vv.lol6.sy rd, rs, rt (s2) (s)
(s2) (s)

VMULTUH.PH.vs.lo16.sy rd, rs, rt

scalarQ(s0) = 1, scalar2(s2
scalar0(s0

scalarO(s0) = 1, scalar2(s2) =

DD D DD DO

Function :
VGPR[rd] + VGPR[rs] x VGPR|rt]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Multiply Unsigned. Store upper half of results of execution to VGPR]rd].
When s0 is 1, execute operations by scalar register (SGPR|[rt]) insted of VGPR[rt]. When s2
is 1, execute operations by lower half of VGPR|rt]. When sync is 1, suppress the speculative

execution.
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VMADD.PH

Vector Multiply and Add Paired HalfWord

Vector Multiply and Add Paired HalfWord VECTOR

31 26 25 11109 8 7 6 5 0
110110 rs [o]s2]o]so[ s| 100001

VINT.PH 0 0 MADD

Mnemonic:
VMADD.PH.vv rd, rs, rt scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VMADD.PH.vs rd, rs, 1t scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VMADD.PH.vv.lo16 rd, s, rt scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VMADD.PH.vv.sy rd, rs, 1t scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VMADD.PH.vs.1016 rd, ts, rt scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VMADD.PH.vs.sy rd, rs, rt scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VMADD.PH.vv.lo16.sy rd, rs, rt scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VMADD.PH.vs.lol6.sy rd, rs, 1t scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :

VGPR[rd] - VGPR[rs] x VGPR[rt] + VGPRd]

Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Multiply and Add. When s0 is 1, execute operations by scalar register
(SGPR|rt]) insted of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR]rt].

When sync is 1, suppress the speculative execution.
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VMSUB.PH Vector Multiply and Subtract Paired HalfWord
Vector Multiply and Subtract Paired HalfWord VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

110110 rs rt rd [o]s2[o]s0o]s] 100011

VINT.PH 0 0 MSUB

Mnemonic:
VMSUB.PH.vv rd, 1s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VMSUB.PH.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VMSUB.PH.vv.1016 rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VMSUB.PH.vv.sy rd, s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VMSUB.PH.vs.1016 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VMSUB.PH.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VMSUB.PH.vv.lo16.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VMSUB.PH.vs.lo16.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPRIrd] <+ VGPR[rs] x VGPR|rt] - VGPR[rd]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Multiply and Subtract. When s0 is 1, execute operations by scalar register
(SGPR|rt]) insted of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR]rt].

When sync is 1, suppress the speculative execution.
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VACC.PH

Vector Accumulate Paired HalfWord

Vector Accumulate Paired HalfWord VECTOR
31 26 25 21 20 16 15 11 10 6 5 0
110110 rs | rt rd 00000 001010 |
VINT.PH 0 ACC
Mnemonic:
VACC.PH rd, rs (syne(s) = 0)
VACC.PH.sy rd, s (syne(s) = 1)

Function :
SGPR[rd] + > VGPR]rs]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Accumulate.

speculative execution.

Add all elements of vector.

When sync is 1, suppress the
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VMAC.PH Vector Multiply and Accumulate Paired HalfWord
Vector Multiply and Accumulate Paired HalfWord VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

110110 rs rt rd [o]s2[o]s0o]s]  oo1011

VINT.PH 0 0 MAC

Mnemonic:

VMAC.PH.vv rd, 1s, rt scalar0(s0
VMAC.PH.vs rd, rs, rt
VMAC.PH.vv.1016 rd, rs, rt
VMAC.PH.vv.sy rd, rs, 1t

( (
( (
( (
( (
VMAC.PH.vs.1016 rd, rs, rt (scalar0(s0
( (
( (
( (

(s2) (s)

scalar0(s0) = 1, scalar2(s2) (s)

scalar0(s0 (s2) (s)

= 0, scalar2(s2) (s)

= 1, scalar2(s2) = 1, sync(s) =
(s2) (s)
(s2) (s)
(s2) (s)

scalar0(sO

VMAC.PH.vs.sy rd, rs, 1t scalar0(s0) = 1, scalar2(s2
VMAC.PH.vv.lol6.sy rd, rs, rt

VMAC.PH.vs.lol6.sy rd, rs, rt

scalar0(s0

DD D DD DO

scalarO(s0) = 1, scalar2(s2) =

Function :
SGPR[rd] < > VGPR]rs] x VGPRIrt]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Multiply and Accumulate. Multiply elements of 2 vector and add all elements of
these result. When s0 is 1, execute operations by scalar register (SGPR|[rt]) insted of VGPR]rt].
When s2 is 1, execute operations by lower half of VGPR|rt]. When sync is 1, suppress the

speculative execution.
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VAND.PH

Vector And Paired HalfWord

Vector And Paired HalfWord VECTOR

31 26 25 2120 16 15 11109 8 7 6 5 0
110110 rs rt [o]s2[o]s0]s] 100100 ]

VINT.PH 0 0 AND

Mnemonic:
VAND.PH.vv rd, rs, 1t scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VAND.PH.vs rd, rs, rt scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VAND.PH.vv.lo16 rd, rs, rt scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VAND.PH.vv.sy rd, rs, 1t scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VAND.PH.vs.1016 rd, rs, 1t scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VAND.PH.vs.sy rd, rs, rt scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VAND.PH.vv.lo16.sy rd, rs, rt scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VAND.PH.vs.lo16.sy rd, rs, rt scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPRI[rd] «+ VGPR[rs] and VGPRIrt]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector And. When s0 is 1, execute operations by scalar register (SGPR][rt]) insted
of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VOR.PH Vector Or Paired HalfWord
Vector Or Paired HalfWord VECTOR
31 26 25 2120 16 15 11109 8 7 6 5 0
| 110110 | rs | rt rd [ofs2]ofso[ s] 100101 ]

VINT.PH 0 0 OR
Mnemonic:

VOR.PH.vv rd, s, 1t (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VOR.PH.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VOR.PH.vv.lo16 rd, s, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VOR.PH.vv.sy rd, rs, 1t (scalarO(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VOR.PH.vs.1016 rd, 1s, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VOR.PH.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VOR.PH.vv.lol6.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VOR.PH.vs.lo16.sy rd, 1s, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPRJrs] or VGPR|rt]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Or. When s0 is 1, execute operations by scalar register (SGPR|[rt]) insted
of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VXOR.PH

Vector Exclusive Or Paired HalfWord

Vector Exclusive Or Paired HalfWord VECTOR

31 26 25 2120 16 15 11109 8 7 6 5 0
110110 | rs | rt rd [ofs2]ofso[ s] 100110 ]

VINT.PH 0 0 XOR

Mnemonic:
VXOR.PH.vv rd, s, 1t (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VXOR.PH.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VXOR.PH.vv.lo16 rd, s, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VXOR.PH.vv.sy rd, rs, rt (scalarO(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VXOR.PH.vs.1016 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VXOR.PH.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VXOR.PH.vv.lol6.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VXOR.PH.vs.lo16.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] <+ VGPR[rs] xor VGPR]rt)
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Exclusive Or. When s0 is 1, execute operations by scalar register (SGPR|rt])
insted of VGPR|[rt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is

1, suppress the speculative execution.
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VNOR.PH Vector Not Or Paried HalfWord
Vector Not Or Paired HalfWord VECTOR
31 26 25 2120 16 15 11109 8 7 6 5 0

110110 | rs | rt rd [ofs2]ofso] s] 100111 ]

VINT.PH 0 0 NOR

Mnemonic:
VNOR.PH.vv rd, 1s, 1t (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VNOR.PH.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VNOR.PH.vv.l016 rd, s, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VNOR.PH.vv.sy rd, rs, rt (scalarO(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VNOR.PH.vs.10o16 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VNOR.PH.vs.sy rd, rs, 1t (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VNOR.PH.vv.lo16.sy rd, s, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VNOR.PH.vs.lol6.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPRI[rd] «+ VGPR[rs] nor VGPR|rt]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Not Or. When s0 is 1, execute operations by scalar register (SGPR|[rt]) insted
of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VSLLV.PH Vector Shift Left Logical Variable Paired HalfWord
Vector Shift Left Logical Variable Paired HalfWord VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

110110 rs rt rd [o]s2[o]so]s] 000100

VINT.PH 0 0 SLLV

Mnemonic:
VSLLV.PH.vv rd, 1s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VSLLV.PH.vs rd, rs, 1t (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VSLLV.PH.vv.l016 rd, rs, 1t (scalarO(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VSLLV.PH.vv.sy rd, s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VSLLV.PH.vs.1016 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VSLLV.PH.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VSLLV.PH.vv.lol6.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VSLLV.PH.vs.lo16.sy rd, 1s, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :

16 bit * 2 Vector Shift Left Logical Variable. When s0 is 1, execute operations by scalar register
(SGPR|rt]) insted of VGPR|[rt]. When s2 is 1, execute operations by lower half of VGPR/rt].

When sync is 1, suppress the speculative execution.
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Not Or. When s0 is 1, execute operations by scalar register (SGPR|[rt]) insted
of VGPRIrt]. When s2 is 1, execute operations by lower half of VGPR[rt]. When sync is 1,

suppress the speculative execution.
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VSRLV.PH  Vector Shift Right Logical Variable Paired HalfWord

Vector Shift Right Logical Variable Paried HalfWord VECTOR

31 26 25 21 20 16 15 11109 8 7 6 5 0
110110 rs rt rd [o]s2[o]s0o]s] 000110

VINT.PH 0 0 SRLV

Mnemonic:
VSRLV.PH.vv rd, 1s, 1t (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VSRLV.PH.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VSRLV.PH.vv.1016 rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VSRLV.PH.vv.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VSRLV.PH.vs.1016 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VSRLV.PH.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VSRLV.PH.vv.lol6.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VSRLV.PH.vs.lol6.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR[rt] > VGPR]rs]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Shift Right Logical Variable. When s0 is 1, execute operations by scalar register
(SGPR|rt]) insted of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR]rt].

When sync is 1, suppress the speculative execution.
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VSRAYV.PH Vector Shift Right Arithmetic Variable Paired HalfWord

Vector Shift Right Arithmetic Variable Paired HalfWord VECTOR

31 26 25 21 20 16 15 11109 8 7 6 5 0
110110 rs rt rd [o]s2[o]s0o]s]  oo0111

VINT.PH 0 0 SRAV

Mnemonic:
VSRAV.PH.vv rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VSRAV.PH.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VSRAV.PH.vv.lo16 rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VSRAV.PH.vv.sy rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VSRAV.PH.vs.1016 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VSRAV.PH.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VSRAV.PH.vv.lol6.sy rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VSRAV.PH.vs.1016.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR[rt] > VGPR]rs]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Shift Right Arithmetic Variable. When s0 is 1, execute operations by scalar
register (SGPR|rt]) insted of VGPRI[rt]. When s2 is 1, execute operations by lower half of
VGPR|rt]. When sync is 1, suppress the speculative execution.
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VRTLV.PH Vector Rotate Left Variable Paired HalfWord
Vector Rotate Left Variable Paired HalfWord VECTOR
31 26 25 2120 16 15 11109 8 7 6 5 0

110110 rs | rt | rd [0]s2[o]so] s 000000 ]

VINT.PH 0 0 SRTLV

Mnemonic:
VRTLV.PH.vv rd, 1s, 1t (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VRTLV.PH.vs rd, rs, 1t (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VRTLV.PH.vv.l0o16 rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VRTLV.PH.vv.sy rd, rs, rt (scalarO(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VRTLV.PH.vs.10o16 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VRTLV.PH.vs.sy rd, s, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VRTLV.PH.vv.lol6.sy rd, rs, rt (scalarO(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VRTLV.PH.vs.lo16.sy rd, 1s, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] + VGPR|rt] <<< VGPR[rs]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Rotate Left Variable. When s0 is 1, execute operations by scalar register
(SGPR|rt]) insted of VGPR|[rt]. When s2 is 1, execute operations by lower half of VGPR/rt].

When sync is 1, suppress the speculative execution.
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VRTRV.PH Vector Rotate Right Variable Paired HalfWord
Vector Rotate Right Variable Paired HalfWord VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

110110 rs rt rd [o]s2[o]so]s] 000010

VINT.PH 0 0 SRTRV

Mnemonic:
VRTRV.PH.vv rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VRTRV.PH.vs rd, rs, 1t (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VRTRV.PH.vv.lo16 rd, 1s, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VRTRV.PH.vv,sy rd, 1s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VRTRV.PH.vs.1016 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VRTRV.PH.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VRTRV.PH.vv.lol6.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VRTRV.PH.vs.lol6.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VGPR[rd] <+ VGPR[rt] >>> VGPR]rs]
Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Rotate Right Variable. When s0 is 1, execute operations by scalar register
(SGPR|rt]) insted of VGPR[rt]. When s2 is 1, execute operations by lower half of VGPR]rt].

When sync is 1, suppress the speculative execution.
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VCMP.PH Vector Compare

Vector Compare Paired HalfWord VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
110110 rs rt rd | cond [s0]s] 101000
VINT.PH CMP
Mnemonic:

VCMP.cond.PH.vv rd, rs, rt
VCMP.cond.PH.vs rd, rs, rt
VCMP.cond.PH.vv.sy rd, rs, rt
VCMP.cond.PH.vs.sy rd, rs, rt

scalarQ

scalar(Q

( (s0)
(scalar0(s0) = 1, sync
( (s0)
(scalar0(s0)

Function :

if VGPR[rs] cond VGPR|rt] then
VGPR[rd] + 1

else
VGPR[rd] «+ 0

endif

Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Compare. Set 1 or 0 to VGPR[rd] depend on cond. When s0 is 1, execute
oeprations by scalar register (SGPR[rt]) insted of VGPR|rt]. When sync is 1, suppress the
speculative execution. When set up, specifiy eq(=), gt(>), 1t(<), ne(#), le(<) or ge(>) to cond.
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VSCMP.PH

Vector Compare

Vector Compare Paired HalfWord

31 26 25

16 15

s

| cond |SO|S|

VINT.PH

Mnemonic:

VSCMP.cond.PH.vv rd, rs, rt
VSCMP.cond.PH.vs rd, rs, rt
VSCMP.cond.PH.vv.sy rd, rs, rt
VSCMP.cond.PH.vs.sy rd, rs, rt

Function :

if VGPR[rs] cond VGPR|rt] then

VGPR[rd] + 1
else

VGPR[rd] «+ 0
endif

Exception :

Vector Integer Exception

Overview :

VECTOR
0
001100
SCMP
(s0) = 0, sync(s) = 0)
(s0) = 1, sync(s) = 0)
(s0) = 0, sync(s) = 1)
(s0) = 1, sync(s) = 1)

16 bit * 2 Vector Compare. Execute oepration using lower half of VGPR[rt]. Set 1 or 0 to
VGPR|rd] depend on cond. When s0 is 1, execute oeprations by scalar register (SGPR|[rt])
insted of VGPR[rt]. When sync is 1, suppress the speculative execution. When set up, specifiy

eq(:)v gt<>)7 lt(<)v He(#), le(g) or ge(Z) to cond.



3.3.  Responsive Multithreaded Processor Specific Instructions 317

VCMPU.PH Vector Compare Unsigned Paired HalfWord
Vector Compare Unsigned Paired HalfWord VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

110110 rs rt rd | cond [s0]s] 101001

VINT.PH CMPU

Mnemonic:

VCMPU.cond.PH.vv rd, rs, rt (scalar0

VCMPU.cond.PH.vs rd, rs, rt (

VCMPU.cond.PH.vv.sy rd, rs, 1t (scalar0
(

VCMPU.cond.PH.vs.sy rd, rs, rt

scalarQ

scalarQ

Function :

if VGPR[rs] cond VGPR|rt] then
VGPR[rd] + 1

else
VGPR[rd] «+ 0

endif

Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Compare Unsigned. Set 1 or 0 to VGPR][rd] depend on cond. When s0 is 1,
execute oeprations by scalar register (SGPR]rt]) insted of VGPR[rt]. When sync is 1, suppress
the speculative execution. When set up, specifiy eq(=), gt(>), 1t(<), ne(#), le(<) or ge(>) to

cond.
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VSCMPU.PH Vector Compare Unsigned Paired HalfWord
Vector Compare Unsigned Paired HalfWord VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0

110110 rs rt rd | cond [s0]s]  oo1101

VINT.PH SCMPU

Mnemonic:

VSCMPU.cond.PH.vv rd, rs, rt (
VSCMPU.cond.PH.vs rd, rs, rt (
VSCMPU.cond.PH.vv.sy rd, rs, 1t (scalar0
VSCMPU.cond.PH.vs.sy rd, s, rt (

scalarQ

scalarQ

scalarQ

Function :

if VGPR[rs] cond VGPR|rt] then
VGPR[rd] + 1

else
VGRP[rd] «+ 0

endif

Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Compare Unsigned. Execute oepration using lower half of VGPR|rt]. Set 1 or
0 to VGPR[rd] depend on cond. When s0 is 1, execute oeprations by scalar register (SGPR]rt])
insted of VGPR[rt]. When sync is 1, suppress the speculative execution. When set up, specifiy
eq(=), gt(>), 1t(<), ne(#£), le(<) or ge(>) to cond.
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VCMPTS.PH vector Compare to Scalar Register Paired HalfWord

Vector Compare to Scalar Register Paired HalfWord VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
110110 rs rt rd | cond [s0]s] 101010
VINT.PH CMPTS
Mnemonic:

VCMPTS.cond.PH.vv rd, rs, rt
VCMPTS.cond.PH.vs rd, rs, rt
VCMPTS.cond.PH.vv.sy rd, rs, rt
VCMPTS.cond.PH.vs.sy rd, rs, rt

scalarQ

scalar(Q

( (s0)
(scalar0(s0) = 1, sync
( (s0)
(scalar0(s0)

Function :

if VGPR[rs] cond VGPR|rt] then
SGPR[rd] + 1

else
SGPR[rd] + 0

endif

Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Compare to Scalar Register. Results of each elements are store in each bit
of scalar register. When s0 is 1, execute oeprations by scalar register (SGPR[rt]) insted of
VGPR|[rt]. When sync is 1, suppress the speculative execution. When set up, specifiy eq(=),
gt(>), 1t(<), ne(#£), le(<) or ge(>) to cond.
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VSCMPTS.PHvector Compare Paired HalfWord to Scalar Register

Vector Compare Paired HalfWord to Scalar Register VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
110110 rs rt rd | cond [s0]s] 001110
VINT.PH SCMPTS
Mnemonic:
VSCMPTS.cond.PH.vv rd, rs, rt (scalar0(s0) = 0, sync(s) = 0)
VSCMPTS.cond.PH.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VSCMPTS.cond.PH.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VSCMPTS.cond.PH.vs.sy rd, 1s, rt (scalar0(s0) = 1, sync(s) = 1)

Function :

if VGPR[rs] cond VGPR|rt] then
SGPR[rd] + 1

else
SGPR[rd] + 0

endif

Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Compare to Scalar Register. Execute oepration using lower half of VGPRrt].
Results of each elements are store in each bit of scalar register. When s0 is 1, execute oeprations
by scalar register (SGPR]rt]) insted of VGPR|[rt]. When sync is 1, suppress the speculative
execution. When set up, specifiy eq(=), gt(>), 1t(<), ne(#£), le(<) or ge(>) to cond.
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VCMPUTS.PHvector Compare Unsigned Paired HalfWord to Scalar Register

Vector Compare Unsigned Paired HalfWord to Scalar Register VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
110110 rs rt rd | cond [s0]s] 101011
VINT.PH CMPUTS
Mnemonic:

scalarQ

VCMPUTS.cond.PH.vv rd, rs, 1t (
VCMPUTS.cond.PH.vs rd, rs, rt (
VCMPUTS.cond.PH.vv.sy rd, rs, rt (scalar0
VCMPUTS.cond.PH.vs.sy rd, rs, rt (

scalarQ

scalarQ

Function :

if VGPR[rs] cond VGPR|rt] then
SGPR[rd] + 1

else
SGPR[rd] + 0

endif

Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Compare to Scalar Register Unsigned. Results of each elements are store in
each bit of scalar register. When s0 is 1, execute oeprations by scalar register (SGPR]rt]) insted
of VGPR[rt]. When sync is 1, suppress the speculative execution. When set up, specifiy eq(=),
gt(>), 1t(<), ne(#£), le(<) or ge(>) to cond.
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VSCMPUTS.PHvector Compare Unsigned Paired HalfWord to Scalar Register

Vector Compare Unsigned Paired HalfWord to Scalar Register VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
110110 rs rt rd | cond [s0]s]  oo1111
VINT.PH SCMPUTS
Mnemonic:
VSCMPUTS.cond.PH.vv rd, rs, rt (scalar0(s0) = 0, sync(s) = 0)
VSCMPUTS.cond.PH.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VSCMPUTS.cond.PH.vv.sy rd, rs, 1t (scalar0(s0) = 0, sync(s) = 1)
VSCMPUTS.cond.PH.vs.sy rd, 1s, rt (scalar0(s0) = 1, sync(s) = 1)

Function :

if VGPR[rs] cond VGPR|rt] then
SGPR[rd] + 1

else
SGPR[rd] + 0

endif

Exception :

Vector Integer Exception

Overview :

16 bit * 2 Vector Compare to Scalar Register Unsigned. Execute oepration using lower half
of VGPR[rt]. Results of each elements are store in each bit of scalar register. When s0 is 1,
execute oeprations by scalar register (SGPR|rt]) insted of VGPR]rt]. When sync is 1, suppress
the speculative execution. When set up, specifiy eq(=), gt(>), 1t(<), ne(#), le(<) or ge(>) to

cond.
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3.3.9 EFHE/NEARNY MBS

VADD.S Vector Add Single
AN VECTOR
31 26 25 21 20 16 15 1110 8 7 6 5 0
| o | rs rt rd | 000 [so[s] 000000

VFP 0 ADD.S
Mnemonic:

VADD.S.vv rd, rs, rt (scalar0(s0) = 0, sync(s) = 0)

VADD.S.vs rd, rs, 1t (scalar0(s0) = 1, sync(s) = 0)

VADD.S.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)

VADD.S.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :
VFPR[rd] + VFPR[rs| + VFPR]rt]
Exception :

Vector Floating Point Exception

Overview :

HIEEARZ MVIIE. s0 2% 1 OBEE VEPR[rt] DD DI, AH T LY AL (SFPR[rt]) % AW
THEZITS. sync D1 DAL, BEEETZ2MGHTS.
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VADD.D Vector Add Double
YL VECTOR
31 26 25 21 20 16 15 1110 8 7 6 5 0
| o | rs rt rd | 000 [so[s] 001000
VFP ADD.D
Mnemonic:
VADD.D.vv rd, rs, 1t (scalar0(s0) = 0, sync(s) = 0)
VADD.D.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VADD.D.vv.sy rd, rs, 1t (scalar0(s0) = 0, sync(s) = 1)
VADD.D.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :
VFPR[rd] < VFPR[rs| + VFPR]rt]
Exception :

Vector Floating Point Exception

Overview :

KR T MOV, s0 281 DAL VEPRrt] DD DIZ, AH T LY AKX (SFPR[rt]) %AW

THEZITS. sync ' 1 DEHIE, BHEFEIT2HHT 5.
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VSUB.S Vector Subtract Single
N7 MVIEHE VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0
| ourrr | rs rt rd | oo [stfso]s]  ooooor |

VFP 0 SUB.S
Mnemonic:
scalarO(s0) = 0, scalarl(sl) = 0, sync(s) =

VSUB.S.vv rd, 1s, rt

VSUB.S.vs rd, rs, rt scalar0(s0) = 1, scalarl(sl) = 0, sync(s) =
VSUB.S.sv rd, rs, rt scalar0(s0) = 0, scalarl(sl) = 1, sync
= 0, scalarl(sl) = 0, sync(s) =

VSUB.S.vs.sy rd, 1s, 1t scalar0(s0) = 1, scalarl(sl

(
(
(
(
(
VSUB.S.sv.sy rd, rs, rt (

D O D D

( (

( (

( (
VSUB.S.vv.sy rd, rs, rt (scalar0(s0

( (

( (

scalar0(sO

Function :

VFPR[rd] «+ VFPR[rs] — VFPR|rt]
Exception :

Vector Floating Point Exception

Overview :
HRSREAR 2 MVIREL. s0 231 OBA L VEPR[rt] Db D12, AH T LY AKX (SFPR[rt]) % W
THBEZTS. s1 21 DHEAHIE VFPR[rs]| DDV IZ, AHTF LI AKX (SFPR[s]) % AW THHEA
2175, sync HS1 DIFAIE, BBEEGF RIS 5.
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VSUBD Vector Subtract Double
R MVIRE VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0
| ourrr | rs rt rd | 00 [stfso]s]  oo1001
VFP 0 SUB.D
Mnemonic:

scalarO(s0) = 0, scalarl(sl

VSUB.D.vv rd, rs, rt ( (
VSUB.D.vs rd, 1s, rt ( (
VSUB.D.sv rd, rs, 1t (scalar0(s0

( (

( (

( (

scalar0(sO

scalarQ = 0, scalarl

VSUB.D.vv.sy rd, rs, rt s0
VSUB.D.vs.sy rd, rs, rt
VSUB.D.sv.sy rd, rs, 1t

scalarO(s0) = 1, scalarl(sl

D O D D

(s1) (s) =0)

(s1) (s) =0)

= 0, scalarl(sl) = 1, sync(s) = 0)
(s1) (s) =1)

(s1) (s)=1)

scalar0(s0 (s1) (s) =1)

Function :

VFPR[rd] «+ VFPR[rs] — VFPR|rt]
Exception :

Vector Floating Point Exception

Overview :
RGN FVIBE. s0 231 O8E&1E VEPR[it] D0 DIZ, AH T LI ALK (SFPR[rt]) & W
THBEZTS. s1 21 DHEAHIE VFPR[rs]| DDV IZ, AHTF LI AKX (SFPR[s]) % AW THHEA
2115, sync ' 1 O%f, HEETEZIHIT 5.
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VMUL.S Vector Multiply Single
31 26 25 21 20 16 15 1110 8 7 6 5 0
| o | rs rt rd | o000 [so]s]  ooo010 |
VFP 0 MUL.S
Mnemonic:
VMUL.S.vv rd, rs, 1t (scalar0(s0) = 0, sync(s) = 0)
VMULL.S.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VMUL.S.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VMUL.S.vs.sy rd, 1s, rt (scalar0(s0) = 1, sync(s) = 1)

Function :
VFPR[rd] < VFPR[rs] x VFPR]rt]
Exception :

Vector Floating Point Exception

Overview :

B R Y MVRE. 0231 OYE1E VEPR[rt) Db D2, A A5 LY A X (SFPR[rt]) & FHW
THAZITD. sync B 1 D6, EEEGEZIHT 5.
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VMUL.D Vector Multiply Double
31 26 25 21 20 16 15 1110 8 7 6 5 0
[ ot rs rt rd | ooo [so]s|  oot010 |
VFEP 0 MUL.D
Mnemonic:
VMUL.D.vv rd, 1s, rt (scalar0(s0) = 0, sync(s) = 0)
VMUL.D.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VMUL.D.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VMUL.D.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :
VFPR[rd] < VFPR[rs] x VFPR]rt]
Exception :

Vector Floating Point Exception

Overview :

KR Y MVERR. 0281 DAL VEPRrt] D0 DIZ, AHTF LY AX (SFPR[rt]) %AW
THAZITD. sync B 1 D6, EEEGEZIHT 5.
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VDIV.S Vector Divide Single
N7 PVERE VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0
| ourrr | rs rt rd | oo [stfso]s]  oooo1r |

VFP 0 DIV.S
Mnemonic:

scalarO(s0) = 0, scalarl(sl

VDIV.S.vv rd, rs, 1t ( (
VDIV.S.vs rd, rs, 1t ( (
VDIV.S.sv rd, rs, rt (scalar0(s0

( (

( (

( (

scalar0(sO

scalarQ = 0, scalarl

VDIV.S.vv.sy rd, rs, rt s0
VDIV.S.vs.sy rd, rs, 1t
VDIV.S.sv.sy rd, rs, rt

scalarO(s0) = 1, scalarl(sl

D O D D

(s1) (s) =0)

(s1) (s) =0)

= 0, scalarl(sl) = 1, sync(s) = 0)
(s1) (s) =1)

(s1) (s)=1)

scalar0(s0 (s1) (s) =1)

Function :
VFPR[rd] «+ VFPR[rs] + VFPR|rt]
Exception :

Vector Floating Point Exception

Overview :
HSEAR 2 MVREL. s0 231 OBA L VEPR[rt] Db D12, AH T LY AKX (SFPR[rt]) % W
THBEZTS. s1 21 DHEAHIE VFPR[rs]| DDV IZ, AHTF LI AKX (SFPR[s]) % AW THHEA
2175, sync HS1 DIFAIE, BBEEGF RIS 5.
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VDIV.D Vector Divide Double
N7 PVERE VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0
| ourrr | rs rt rd | 00 [stfso]s]  oo1011
VFP 0 DIV.D
Mnemonic:
VDIV.D.vv rd, 1s, rt (scalarO(s0) = 0, scalarl(sl) = 0, sync(s) = 0)
VDIV.D.vs rd, rs, rt (scalarO(s0) = 1, scalarl(sl) = 0, sync(s) = 0)
VDIV.D.sv rd, rs, rt (scalar0(s0) = 0, scalarl(sl) = 1, sync(s) = 0)
VDIV.D.vv.sy rd, rs, 1t (scalarO(s0) = 0, scalarl(sl) = 0, sync(s) = 1)
VDIV .D.vs.sy rd, 1s, rt (scalarO(s0) = 1, scalarl(sl) = 0, sync(s) = 1)
VDIV.D.sv.sy rd, 1s, rt (scalar0(s0) = 0, scalarl(sl) = 1, sync(s) = 1)
Function :
VFPR[rd] «+ VFPR[rs] + VFPR|rt]

Exception :

Vector Floating Point Exception

Overview :

RGN FOVEREL. s0 231 O8E&1E VEPR[it] D0 DIZ, AH T LI ALK (SFPR[t]) & W

THEZ1T.

2175, sync 21 DEEIE, BHETIT R 5.

s1 5% 1 DEAIX VFPR[is] Db D IZ, AH T LY AKX (SFPRrs|) 2 FW TR



3.3.  Responsive Multithreaded Processor Specific Instructions 331

VABS.S Vector Absolute Single
AT DOV e VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs 00000 rd 0000 [s[ oootor |

VFP 0 0 ABS.S
Mnemonic:

VABS.S rd, rs (syne(s) = 0)

VABS.S.sy rd, s (sync(s) = 1)
Function :

VFPR[rd] + | VFPR]rs] |
Exception :

Vector Floating Point Exception

Overview :

BREE AR Y MOVHOSEESE. sync 28 1 OBE1E, BEEET 2G5,

VABS.D Vector Absolute Double
AW SRR VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs 00000 rd 0000 [s[  oot101

VFP 0 0 ABS.D
Mnemonic:

VABS.D rd, rs (sync(s) = 0)

VABS.D.sy rd, rs (sync(s) = 1)
Function :

VFPR[rd] < | VFPR]rs] |
Exception :

Vector Floating Point Exception

Overview :

FEREEE R 2 P OVHHERE. sync Y1 D&, BHEET 2T 5.



332 % 33 Instruction Set

VMOV.S Vector Move Single
N7 N IVEEE VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs 00000 rd 0000 [s|  oootto |

VFP 0 0 MOV.S
Mnemonic:

VMOV.S rd, rs (syne(s) = 0)

VMOV .S.sy rd, s (sync(s) = 1)
Function :

VFPR[rd] + VFPR|rs]
Exception :

Vector Floating Point Exception

Overview :

BUEE AR MVEEEMSY. sync Y1 DFEIL, LT 2T 5.

VMOV.D Vector Move Double
N7 N VERE VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs 00000 rd 0000 [s[  oot110

VFP 0 0 MOV.D
Mnemonic:

VMOV.D rd, rs (sync(s) = 0)

VMOV .D.sy rd, rs (sync(s) = 1)
Function :

VFPR[rd] < VFPR|rs]
Exception :

Vector Floating Point Exception

Overview :

RN D PIVERE . syne 2Y 1 DBEIE, BEFEIT 2006 5.
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VNEG.S Vector Negate Single
N7 MVFE K VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| ourrr | rs 00000 0000 [s[ ooor1r |

VFP 0 0 NEG.S
Mnemonic:

VNEG.S rd, rs (syne(s) = 0)

VNEG.S.sy rd, rs (sync(s) = 1)

Function :
VFPR[rd] «+ —1 x VFPR]rs]
Exception :

Vector Floating Point Exception

Overview :

BEEARY MVRS KEEEE. syne 0¥ 1 O5E1, BEFET 2T 5.

VNEG.D Vector Negate Double
OV AWIZSEE AR VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| ourr | rs 00000 0000 [s[  oor111

VFP 0 0 NEG.D
Mnemonic:

VNEG.D rd, rs (sync(s) = 0)

VNEG.D.sy rd, rs (sync(s) = 1)

Function :
VFPR[rd] «+ —1 x VFPR]rs]
Exception :

Vector Floating Point Exception

Overview :

RHEER D SV S M. syne 28 1 O%E1E, BEEETE2MGHT 5.



Function :

334 % 3% Instruction Set
VMADD.S Vector Multiply and Add Single
N7 S OVERIEHEA VECTOR
31 26 25 21 20 16 15 1110 8 7 6 5 0
| o | rs rt rd | 000 [sofs] 010000 |
VFP 0 MADD.S
Mnemonic:
VMADD.S.vv rd, rs, 1t (scalar0(s0) = 0, sync(s) = 0)
VMADD.S.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VMADD.S.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VMADD.S.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

VFPR[rd] + VFPR[rs] x VFPR[rt] + VFPR[rd]

Exception :

Vector Floating Point Exception

Overview :

HEEAR Y MVEAIEE. s0 A% 1 O8&13 VEPR[it]) OO DIZ, AHF LY A X (SFPR[it]) &
HWTHEZ1TS. sync D' 1 DEEIL, #EESEIT2HHT 5.
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Vector Multiply and Add Double

VMADD.D
AR MVFERIEE
31 26 25 21 20
[ our rs
VFP
Mnemonic:

VMADD.D.vv rd, rs, 1t
VMADD.D.vs rd, rs, rt
VMADD.D.vv.sy rd, rs, rt
VMADD.D.vs.sy rd, rs, rt

Function :

VFPR[rd] + VFPR[rs] x VFPR[rt] + VFPR[rd]

Exception :

Vector Floating Point Exception

Overview :

VECTOR
8 7 6 5 0
| 000 [so[s] 011000
MADD.D
(scalar0(s0) = 0, sync(s) = 0)
(scalar0(s0) = 1, sync(s) = 0)
(scalar0(s0) = 0, sync(s) = 1)
(scalar0(s0) = 1, sync(s) = 1)

RGN SOVRHIEE. s0 A% 1 O5E1d VFPRrt) OO DIZ, AH7F LY AKX (SFPR[it]) &

HWTHEZ1TS. sync D' 1 DEEIL, #EESEIT2HHT 5.



Function :

VFPR[rd] + VFPR[rs] x VFPR[rt] — VFPR[rd]

Exception :

Vector Floating Point Exception

Overview :

336 % 3% Instruction Set
VMSUB.S Vector Multiply and Subtract Single
R MVRZEHE VECTOR
31 26 25 21 20 16 15 8 7 6 5 0
| ourrr | rs rt | o000 [so[s]  o1o0001 |
VFP MSUB.S
Mnemonic:
VMSUB.S.vv rd, rs, rt (scalar0(s0) = 0, sync(s) = 0)
VMSUB.S.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VMSUB.S.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VMSUB.S.vs.sy rd, 18, 1t (scalar0(s0) = 1, sync(s) = 1)

HHEEAR Y MV, s0 A% 1 O8E13 VEPR[it]) OO DIZ, AHF LY AKX (SFPR[it]) &

HWTHEZ1TS. sync D' 1 DEEIL, #EESEIT2HHT 5.
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VMSUB.D Vector Multiply and Subtract Double
R MVRZEHE VECTOR
31 26 25 21 20 16 15 1110 8 7 6 5 0
| ourrr | rs rt rd | 000 [so[s]  o11001

VFP 0 MSUB.D
Mnemonic:

VMSUB.D.vv rd, 1s, 1t (scalar0(s0) = 0, sync(s) = 0)

VMSUB.D.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)

VMSUB.D.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)

VMSUB.D.vs.sy rd, 1s, rt (scalar0(s0) = 1, sync(s) = 1)

Function :
VFPR[rd] < VFPR[rs] x VFPR[rt] — VFPR|[rd]
Exception :

Vector Floating Point Exception

Overview :

AR MVEEAEFEE. s0 DY 1 OEE1E VEPR[rt]) Db D2, A7 T L YA X (SFPRrt]) &
HWTHEZ1TS. sync D' 1 DEEIL, #EESEIT2HHT 5.



338 % 3% Instruction Set
VACC.S Vector Accumulate Single
R MVERE (HRFEE) VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| ounr | rs rt rd 0000 [s[ 010100
VFP 0 ACC.S
Mnemonic:
VACC.S rd, rs (sync(s) = 0)
VACC.S.sy rd, rs (sync(s) = 1)

Function :
SFPR[rd] < > VFPR]rs]
Exception :

Vector Floating Point Exception

Overview :

32bit HEENR T MV RE, R MVOEREETIET 5. sync 1 OEEIE, HEEESET 2 1

5.
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VACC.D Vector Accumulate Double
N7 MVRE (F5HEE) VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| ounr | rs rt rd 0000 [s[  o10110

VFP 0 ACC.D
Mnemonic:

VACC.D rd, rs (sync(s) = 0)

VACC.D.sy rd, rs (sync(s) = 1)
Function :

SFPR[rd] < > VFPR]rs]
Exception :

Vector Floating Point Exception

Overview :

64bit fAREENR T MV RE, R MVOEREZETIET 5. sync 1 OEEIE, BEESET 2 1
T5.



340 %5 3% Instruction Set
VACC.PS Vector Accumulate Paired Single
N2 VRS (SIMD) VECTOR
31 26 25 21 20 16 15 7 6 5 0
T rs rt rd 0000 [s[ 010100
VFP.PS 0 ACC.S
Mnemonic:
VACC.PS rd, rs (sync(s) = 0)
VACC.PS.sy rd, rs (sync(s) = 1)

Function :
SFPR[rd] < > VFPR]rs]
Exception :

Vector Floating Point Exception

Overview :

32bitx2 HUFE R MIVRRE., X7 MVOEREZLTINHET 5. sync 7' 1 O5EIE, BEETE

M4 5.
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VMAC.S Vector Multiply and Accumulate Single
N7 M OVRERIEHE (RS VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
| ounr | rs | rt rd | 000 [so]s]  o10101

VFP 0 MAC.S
Mnemonic:

VMAC.S.vv rd, 8, 1t (
VMAC.S.vs rd, s, 1t (scalar0
VMAC.S.vv.sy rd, rs, rt (scalar0
VMAC.S.vs.sy rd, 1s, 1t (

scalar0(s0

RPN
S
NN N
Il
—_
9]
<
=
o
~ A~~~
oz
Il
—_ = O O

scalarQ

Function :
SFPR[rd] « > VFPR]rs] x VFPR]rt]
Exception :

Vector Integer Exception

Overview :

32bit BIEE R MVEEAIEA., 2 DD MIVERZREL, Thz2TNETS. s0 81 D
£ VFPR[rt) Db 012, AH T LY AKX (SFPR[rt]) 2 AW THEEZ4T 5. sync ¥ 1 DEAE,
BMEFET 2 IHIT 5.



Function :

342 % 3% Instruction Set
VMAC.D Vector Multiply and Accumulate Double
R POV () VECTOR
31 26 25 16 15 1110 8 7 6 5 0
| ounr | rs rt rd | 000 [so]s]  o10111
VFP 0 MAC.D
Mnemonic:
VMAC.D.vv rd, 1s, 1t (scalar0(s0) = 0, sync(s) = 0)
VMAC.D.vs rd, rs, 1t (scalar0(s0) = 1, sync(s) = 0)
VMAC.D.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VMAC.D.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

SFPR[rd] « > VFPR]rs] x VFPR]rt]

Exception :

Vector Floating Point Exception

Overview :

64bit fEREE N2 MVRERIEE., 2 DDONRT PIVERZRRL, Thz2TINRET S, 0271 D%
Z1% VFPR[rt) Db 012, AH T LI AKX (SFPR[rt]) 2 AW THEHEZ4T 5. sync ¥ 1 DEAE,

REEELT 2 IHIS 5.
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VCMP.S Vector Compare Single
N7 MV VECTOR
31 26 25 21 20 16 15 1110 8 7 6 5 0
[ our rs rt rd | cond [so][s] 010010 |

VFP CMP.S
Mnemonic:

VCMP.S.cond.vv rd, rs, rt (scalar0(s0) = 0, sync(s) = 0)

VCMP.S.cond.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)

VCMP.S.cond.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)

VCMP.S.cond.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :

if VFPR][rs] cond VFPR[rt] then
VFPR[rd] « 1

else
VFPR[rd] < 0

endif

Exception :

Vector Floating Point Exception

Overview :

HRERER 2 MOV 4. S5 (cond) (2 & O VFPR[rd] DEARET 5. s0 DY 1 DL L VFPR[xt]
DRDHYIZ, ANT VYRR (SFPR[rt]) ZHWTHA 2475, sync 281 OEEIE, HEETEM
Hilg 5. S (cond) 1213, eq(=), gt(>), 1t(<), ne(#), le(<), ge(>) DENI»ZIEET 5.



344 % 3% Instruction Set
VCMP.D Vector Compare Double
N7 MV VECTOR
31 26 25 21 20 16 15 1110 8 7 6 5 0
[ ot rs rt rd | cond [s0]s| 011010
VFP CMP.D
Mnemonic:
VCMP.D.cond.vv rd, 1s, rt (scalar0(s0) = 0, sync(s) = 0)
VCMP.D.cond.vs rd, s, rt (scalar0(s0) = 1, sync(s) = 0)
VCMP.D.cond.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VCMP.D.cond.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)
Function :
if VFPR][rs] cond VFPR[rt] then VFPR[rd] «+ 1

else
VFPR[rd] « 0
endif

Exception :

Vector Floating Point Exception

Overview :

RHREER Y MVHER 4. §fF (cond) 12 & D VEPR[rd] DIELRET 5. s0 2% 1 DAL VEPR]rt]
DROYIZ, AAF VY AK (SFPRrt]) Z HWTHEZ1T 5. sync ¥ 1 D&, BEETE2H
fild 5. H#EZEM (cond) 121, eq(=), gt(>), 1t(<), ne(#), le(<), ge(>) DENDIEIFET 5.
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VCMPTS.S Vector Compare Single to Scalar Register
N7 MV VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
[ ot rs rt rd | cond [so]s|  o1o011 |

VFP CMPTS.S
Mnemonic:

VCMPTS.S.cond.vv rd, rs, rt (scalar0(s0) = 0, sync(s) = 0)

VCMPTS.S.cond.vs rd, 1s, rt (scalar0(s0) = 1, sync(s) = 0)

VCMPTS.S.cond.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)

VCMPTS.S.cond.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :

if VFPR][rs] cond VFPR[rt] then
SFPR[rd] « 1

else
SFRP[rd] <~ 0

endif

Exception :

Vector Floating Point Exception

Overview :

B R 7 DOV, FERIEEER T LI 1bit 2ED YT TAI T LI ARIIEME NS,
s0 2% 1 DEFEIE VEPR[rt] DR D2, AH T LY AL (SFPR[rt]) 2 HWTHEHEZ4T5. sync ¥

DA, BEETEZIET 5. M (cond) 121, eq(=), gt(>), 1t(<), ne(#), le(<),
ge(>) DENDEIEET .



346 % 3% Instruction Set
VCMPTS.D Vector Compare Double to Scalar Register
N7 MV VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
[ ot rs rt rd | cond [so]s|  o11011 |
VFP CMPTS.D
Mnemonic:
VCMPTS.D.cond.vv rd, rs, 1t (scalar0(s0) = 0, sync(s) = 0)
VCMPTS.D.cond.vs rd, rs, 1t (scalar0(s0) = 1, sync(s) = 0)
VCMPTS.D.cond.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VCMPTS.D.cond.vs.sy rd, rs, rt (scalar0(s0) = 1, sync(s) = 1)

Function :

if VFPR][rs] cond VFPR[rt] then

SFPR[rd] « 1
else

SFPR[rd] + 0
endif

Exception :

Vector Floating Point Exception

Overview :

TEREE R 2 MOVEER A, RIS ER T L2 1bit 2E[D YT TAA T VY ARIKMEI NS,
s0 2% 1 DEFEIE VEPR[rt] DR D2, AH T LY AL (SFPR[rt]) 2 HWTHEHEZ4T5. sync ¥
DEEIE, EEETEIIEIT 5. HIREM (cond) (1%, eq(=), gt(>), 1t(<), ne(#), le(X),

ge(>) DENDEIEET .
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VCVT.S.D Vector Convert to Single from Double
R MNVT =< NEH VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs | 00000 rd 0000 [s| 101000

VFP 0 0 VCVT.S.D
Mnemonic:

VCVT.S.D rd, rs (syne(s) = 0)

VCVT.S.D.sy rd, rs (sync(s) = 1)

Function :
VFPR[rd] < Double_to_Single( VFPR]rs] )
Exception :

Vector Floating Point Exception

Overview :

FREET7 =~ PO BIEE 7 4 —< v bAZLHT 5. sync 211 DGEIL, BEET 2T 2.

VCVT.S.W Vector Convert to Single from Word
R MV TH =7 NEH VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs | 00000 rd 0000 [s| 100010

VFP 0 0 VCVT.S.W
Mnemonic:

VCVT.S.W rd, rs (sync(s) = 0)

VCOVT.S.W.sy rd, rs (syne(s) = 1)

Function :
VFPR|[rd] < Word_to_Single( VFPR|rs] )
Exception :

Vector Floating Point Exception

Overview :

BT A=<y EDPORIEE T A —< v bAZHIT 5. sync Y1 DGEIE, BEEEIT 26T 5.



Function :

348 %5 3% Instruction Set
VCVT.D.S Vector Convert to Double from Single
NTZ MNVT F—< v M VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs | 00000 rd 0000 |s| 100001 |
VFP 0 0 VCVT.D.S
Mnemonic:
VCVT.D.S rd, rs (sync(s) = 0)
VCVT.D.S.sy rd, rs (syne(s) = 1)

VFPR[rd] + Single_to_Double( VFPR]rs] )

Exception :

Vector Floating Point Exception

Overview :

BREE 7 A=<y b OMEHET 4 —< v bAZHT 5. sync 21 DA, KEFET2IHT 5.

VCVTDW Vector Convert to Double from Word
N7 MNVT +—~y M VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs | 00000 rd 0000 [s| 101010

VFP 0 0 VCVT.D.W
Mnemonic:

VCVT.D.W rd, s (sync(s) = 0)

VCVT.D.W.sy rd, rs (syne(s) = 1)

Function :

VFPR[rd] < Word_to_Double( VFPR|rs] )

Exception :

Vector Floating Point Exception

Overview :

BT A=<y bDOMREET =<y PAZHT 5. sync 11 O5EIE, KEFT2MHT 5.
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VCVT.W.S Vector Convert to Word from Single
NTZ MNVT F—< v M VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs | 00000 rd 0000 |s| 100100 |

VFP 0 0 VCVT.W.S
Mnemonic:

VCVT.W.S rd, rs (syne(s) = 0)

VCOVT.W.S.sy rd, rs (syne(s) = 1)
Function :

VFPR[rd] + Single_to-Word( VFPR|rs] )
Exception :

Vector Floating Point Exception

Overview :

BB T A —< v DO T +—< v MEHT 5. sync B¥ 1 DEAEIE, BEET2IHT 5.

VCVT W.D Vector Convert to Word from Double
N7 MNVT +—~y M VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs | 00000 rd 0000 [s| 101100

VFP 0 0 VCVT.W.D
Mnemonic:

VCVT.W.D rd, s (sync(s) = 0)

VCVT.W.D.sy rd, rs (syne(s) = 1)
Function :

VFPR[rd] < Double_to_Word( VFPR|rs] )
Exception :

Vector Floating Point Exception

Overview :

FERE 7 A=<y PO T +—< v MAZEHT 5. sync ¥ 1 DAL, #BEETZ2HHIT 5.



350 %5 3% Instruction Set
VFMFC Move from Vector Floating Point Control Register
fEL ALY — R VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs 00000 rd | o000 [s] 110000 |
VFP 0 0 MFC
Mnemonic:
VEMFC rd, rs (syne(s) = 0)
VFMFC.sy rd, rs (sync(s) = 1)

Function :

FPR[rd] < VFCTRL[rs]

Exception :

Overview :

FFENBUR AR FIVHIBIL O AR ) — R4,

rs CHRE X Nl L O A & D% FE/N LV

VARIIKEINT B, sync A 1 DFE I, BESET 2 IIGT 5.

VFMTC Move to Vector Floating Point Control Register
HIML I ARXTA b VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| ourr | rs 00000 rd 0000 [s[ 110001

VFP 0 0 MTC
Mnemonic:

VFMTC rd, rs (sync(s) = 0)

VFEMTC.sy rd, rs (sync(s) = 1)

Function :

VFCTRL[rd] - FPR|rs]

Exception :

Overview :

FEUNIRAR Y MVEEIL AR A b 4.

rd THE I N HIH L O 2 I FE NI RV Y A

X DIEZMMNT S, sync h 1 DFEIL, BEESETZ2NHT 5.
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VFMFS Move from Vector Floating Point Scalar Register
FENR AN T LY ARY — R VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs | 00000 rd 0000 |s| 110010 |

VFP 0 0 MFS
Mnemonic:

VEMFS rd, rs (syne(s) = 0)

VFMFS.sy rd, s (sync(s) = 1)
Function :

FPR[rd] < SFPR|rs]
Exception :

Vector Floating Point Exception

Overview :

FE/NE AT VI AR Y — R4y, 1s TREINAZZE/NSUS AT I VI AR OME % ZEI/N
BUS L YA RIZKANT 5. sync D1 DIFIF, BEEETE2IHITS.



352 % 33 Instruction Set

VFMTS Move to Vector Floating Point Scalar Register
FENURAN T VI AR T A b VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| ourrr | rs | 00000 rd 0000 [s[ 110011 ]

VFP 0 0 MTS
Mnemonic:

VEMTS rd, s (syne(s) = 0)

VFMTS.sy rd, rs (sync(s) = 1)
Function :

SFPR[rd] < FPR]rs]
Exception :

Vector Floating Point Exception

Overview :

FENBUSAI T VIV AR T A Mgy, 1d TRES NZFE/NEGEA S T L Y A RIZFREINEUR
LYARDIEZRIEINT S, sync D31 DIFEE, FEFET2ME 4 5.
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VEMFV Move from Vector Floating Point Vector Register
FEH/NI SR VLY AZY =R VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs | rt rd | o000 [s] 110100 |

VFP 0 MFV
Mnemonic:

VFMFV rd, rs, 1t (sync(s) = 0)

VFEMFV.sy rd, rs, rt (sync(s) = 1)
Function :

SFPR[rd] < VFPR|rs|[rt]
Exception :

Vector Floating Point Exception

Overview :

FENEGERZ NV AR Y — R4y, 1s TIRE I NZFRE/NIEARZ MLV YA RO rt FH
DEZDEEFE/NEE L VA RIIHEMNT 5. syne 21 DA, BEETFE2IHT 5.



Function :
SFPR[rd] < VFPR|rs|[rt]

Exception :

Vector Floating Point Exception

Overview :

354 %5 3% Instruction Set
VEMTV Move to Vector Floating Point Vector Register
FE/NISER VLY ARTA B VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| ourrr | rs | rt rd | o000 [s] 110101 |
VFP 0 MTV
Mnemonic:
VFMTYV 1d, rs, rt (sync(s) = 0)
VFEMTV.sy rd, rs, rt (sync(s) = 1)

FEUNBGER T VLV YRR T A b4y, 1d TIREI N ZE/NEGER NVLV U Z XD rt FH
DEFIFH/NUS L VA X DIEZ EEZAD. sync B 1 DAL, HEERT2NHT 5.
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VEMTM Move to Vector Floating Point Mask Register
FE/NEUSAR MV A VI AR T A b VECTOR
31 26 25 21 20 7 6 5 0
| o | rs | 00000000000000 [s] o110 |

VFP 0 MTM
Mnemonic:

VFMTM rs (sync(s) = 0)

VFMTM.sy rs (sync(s) = 1)
Function :

VFCTRL[Mask Register] < VSFPR]rs]
Exception :

Vector Floating Point Exception

Overview :

FE/NBUEARZ MUV A VI AR 54 b, rd THREUVARBEI/NUEAI S VI AR DOfE%
RAZ VI ARIIKINT S, sync DY 1 DIFEE, FHEFIT2Ed 5.



o

356 % 33 Instruction Set

VFRSV Vector Floating Point Register Reserve
FE/NBUR R ML L Y AR FHY VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs | 00000 rd | o000 [s] 110110

VFP 0 0 RSV
Mnemonic:

VFRSV rd, rs (syne(s) = 0)

VFRSV.sy rd, s (sync(s) = 1)
Function :

reserve_vector_register(GPR/[rs])
if success_reserve_operation then
GPR[rd] + 1
else
GPR[rd] «+ 0
endif

Exception :
None

Overview :

FEUNBUS R PV L YA R PRI, GPRs| K PN TH VY AROBREIRET 5. FHIC
BRI U 72855618 GPR[rd] 12 1A%, RIUZZ5E1E 0 B BIE N5, sync Y1 DEGEI, BEEET
2 5.
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VFRLS Vector Floating Point Register Release
BN AR Y ML L Y 2 R VECTOR
31 26 25 16 15 11 10 7 6 5 0
| o | 0000000000 rd | o000 [s] 110111

VFP 0 0 RLS
Mnemonic:

VFRLS rd (syne(s) = 0)

VFRLS.sy rd (sync(s) = 1)
Function :

release_vector _register()

if success_release_operation then
GPR[rd] + 1

else
GPR[rd] «+ 0

endif

Exception :
None

Overview :

FEVNEGIAR 7 PV L D 2R B, BIBUZERII U 7235613 GPRrd] 12 143, RIL 7285813
0 &M T NS, sync ¥ 1 D, BEEFET2IHT 5.



358 %5 3% Instruction Set
VFDCI Vector Floating Point Define Compound Instruction
FEU/NBUS R 7 MVEG B E # VECTOR
31 26 25 21 20 16 15 11 10 7 6 5 0
| o | rs | 00000 | rd | o000 [s] 101110
VFP 0 0 DCI
Mnemonic:
VFDCI rd, rs (sync(s) = 0)
VFDCl.sy rd, rs (sync(s) = 1)

Function :
VFCPD|rd] + GPR|rs]
Exception :

Vector Floating Point Exception

Overview :

FE/NE RN MVEAEGMBDERZITD. GPR[rs]) CEHEL 7205 % rd THRE L -EEWm Ny

77 DT RVAIZKMNT 5. sync 7Y 1 DHE,

BRBEET 2 1S 5.

VFECI Vector Floating Point Execute Compound Instruction
FEVNEUR AR 7 D IVIE G FEAT VECTOR
31 26 25 21 20 16 15 11 10 6 5 0
| ot | rs rt rd no 101111

VFP ECI
Mnemonic:
VFDCI rd, rs, rt, no
Function :
VFPR[rd] < VFPR]rs] op VFPR|rt)
Exception :
Vector Floating Point Exception
Overview :
FENURANR 7 P VEER A DETEITD. no THELZEAGMBNY 7 7DT RV AR S @S

ZRITT 5.
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VFLW Vector Floating Point Load Word
REUNSUEAR 2 bra— R VECTOR
31 26 25 21 20 16 15 7 6 5 0
| outir | base | rt 000000000 [s] 111010

VFP 0 LW
Mnemonic:

VFLW rt, base (sync(s) = 0)

VFLW sy rt, base (sync(s) = 1)
Function :

VFPR[rt] + MEM.WORD|GPR|base]]
Exception :

Vector Floating Point Exception
D-TLB No Entry Matched
D-TLB Protection Error

Data Address Miss Align ( Load )

Overview :

AEY D OFHENIEARZ PV LY ARIZO— KT 5. sync 7' 1 D6, KEFEITE2NHIT 5.



360

% 33 Instruction Set

VFLD

Vector Floating Point Load Double

REUNSUEAR 2 bra— R VECTOR
31 26 25 21 20 16 15 765 0
| outir | base | rt 000000000 [s] 111011
VFP 0 LD
Mnemonic:
VFLD rt, base (sync(s) = 0)
VFLD.sy rt, base (sync(s) = 1)

Function :
VFPR[rt] «+ MEM.DWORD|[GPR/[base]]
Exception :

Vector Floating Point Exception
D-TLB No Entry Matched
D-TLB Protection Error

Data Address Miss Align ( Load )

Overview :

AEY D OFHNIEARZ VLY ZAZIZ0— KT 5. sync 7' 1 D6, KEFEITE2MHIT 5.



3.3.  Responsive Multithreaded Processor Specific Instructions 361

VFSW Vector Floating Point Store Word
REUNSEARZ MIVA N T VECTOR
31 26 25 21 20 16 15 7 6 5 0
| outir | base | rt 000000000 [s] 111110

VFP 0 SW
Mnemonic:

VESW rt, base (syne(s) = 0)

VFSW.sy rt, base (sync(s) = 1)

Function :
MEM.WORD|GPR|base]] + VFPR]rt]
Exception :

Vector Floating Point Exception
D-TLB No Entry Matched
D-TLB Protection Error

Data Address Miss Align ( Store )

Overview :

FE/NBUERZ PV VYV AX PO REVIZANT T 5.

sync ' 1 D&, BEEFEIT 2T 5.



362 %5 3% Instruction Set
VFSD Vector Floating Point Store Double
FEUNBUS R MV T VECTOR
31 26 25 21 20 16 15 7 6 5 0
| outir | base | rt 000000000 [s] 111111
VFP 0 SD
Mnemonic:
VFESD rt, base (syne(s) = 0)
VFSD.sy rt, base (sync(s) = 1)

Function :
MEM.DWORD|GPR|base]] + VFPR]rt]
Exception :

Vector Floating Point Exception
D-TLB No Entry Matched
D-TLB Protection Error

Data Address Miss Align ( Store )

Overview :

FENERANRZ VLI ZAXMEAEVIZANT$ 5. syne B 1 O5E, BEETZNHT 5.
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VADD.PS Vector Add Paired Single
Vector Add VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111111 rs rt rd [0]s2[o]so] s 000000 ]

VFP.PS 0 0 ADD.S
Mnemonic:

VADD.PS.vv rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VADD.PS.vs rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VADD.PS.vv.lo32 rd, s, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VADD.PS.vv.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VADD.PS.vs.1032 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VADD.PS.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VADD.PS.vv.1032.sy rd, s, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VADD.PS.vs.1032.sy rd, rs, 1t (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VFPR[rd] + VFPR]rs] + VFPR|rt]
Exception :

Vector Integer Exception

Overview :

32bitx2, Single-Precision Vector Add. When s0 is 1, execute operation by scalar register
(SFPR[rt]) instead of VFPR[rt]. When s2 is 1, execute operation by lower 32bit of VFPR|rt].

When sync is 1, suppress the speculative execution.



364 % 33 Instruction Set

VSUB.PS Vector Subtract Paired Single
Vector Substract VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0
[ 111111 rs rt rd [0]s2]s1[so] s 000001 ]

VFP.PS 0 SUB.S
Mnemonic:
VSUB.PS.vv rd, rs, rt (scalar0(s0) = 0, scalarl(sl) = 0, scalar2(s2) = 0, sync(s) = 0)
VSUB.PS.vs rd, s, 1t (scalar0(s0) = 1, scalarl(sl) = 0, scalar2(s2) = 0, sync(s) = 0)
VSUB.PS.sv rd, 1s, 1t (scalar0(s0) = 0, scalarl(sl) = 1, scalar2(s2) = 0, sync(s) = 0)
VSUB.PS.vv.1032 rd, 1s, rt (scalar0(s0) = 0, scalarl(sl) = 0, scalar2(s2) = 1, sync(s) = 0)
VSUB.PS.vv.sy rd, 1s, rt (scalar0(s0) = 0, scalarl(sl) = 0, scalar2(s2) = 0, sync(s) = 1)
VSUB.PS.vs.1032 rd, s, rt (scalar0(s0) = 1, scalarl(sl) = 0, scalar2(s2) = 1, sync(s) = 0)
VSUB.PS.sv.1032 rd, rs, 1t (scalar0(s0) = 0, scalarl(sl) = 1, scalar2(s2) = 1, sync(s) = 0)
VSUB.PS.vs.sy 1d, rs, rt (scalarO(s0) = 1, scalarl(sl) = 0, scalar2(s2) = 0, sync(s) = 1)
VSUB.PS.sv.sy rd, rs, rt (scalar0(s0) = 0, scalarl(sl) = 1, scalar2(s2) = 0, sync(s) = 1)
VSUB.PS.vv.1032.sy rd, rs, rt (scalar0(s0) = 0, scalarl(sl) = 0, scalar2(s2) = 1, sync(s) = 1)
VSUB.PS.vs.1032.sy rd, rs, rt (scalar0(s0) = 1, scalarl(sl) = 0, scalar2(s2) = 1, sync(s) = 1)
VSUB.PS.sv.lo32.sy rd, rs, rt (scalar0(s0) = 0, scalarl(sl) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VFPR[rd] < VFPR|rs] - VEPR|rt]
Exception :

Vector Integer Exception

Overview :

32bitx2, Single-Precision Vector Substract. When s0 is 1, execute operation by scalar register
(SFPR[rt]) instead of VFPR[rt]. When sl is 1, execute operation by scalar register (SFPR|[rs])
instead of VFPR[rs]. When s2 is 1, execute operation by lower 32bit of VEPR[rt]. When sync

is 1, suppress the speculative execution.
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VMUL.PS Vector Multiply Paired Single
Vector Multiply VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111111 rs rt rd [o]s2[o]so]s] 000010

VFP.PS 0 0 MUL.S

Mnemonic:

VMUL.PS.vv rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VMUL.PS.vs rd, 18, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VMUL.PS.vv.lo32 rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VMUL.PS.vv.sy rd, 1s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VMUL.PS.vs.1032 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VMULL.PS.vs.sync rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VMUL.PS.1032.sy rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VMULL.PS.vs.lo32.sy rd, rs, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VFPR[rd] < VFPR[rs] x VFPR|rt]
Exception :

Vector Integer Exception

Overview :

32bitx2, Single-Precision Vector Multiply. When s0 is 1, execute operation by scalar register
(SFPR[rt]) instead of VFPR[rt]. When s2 is 1, execute operation by lower 32bit of VFPR|rt].

When sync is 1, suppress the speculative execution.
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VABS.PS Vector Absolute Paired Single
Vector Absolute Operation VECTOR
31 26 25 21 20 16 15 11 10 76 5 0
111111 rs 00000 rd 0000 [s[  ooo1o1
VFP.PS 0 0 ABS.S
Mnemonic:
VABS.PS 1d, 1s, 1t (sync(s) = 0)
VABS.PS.sy rd, s, rt (sync(s) = 1)

Function :

VFPR[rd] < |[VFPR[rs]]|

Exception :

Vector Integer Exception

Overview :

32bitx2, Single-Precision Vector Absolute Operation. When sync is 1, suppress the speculative

execution.



3.3.  Responsive Multithreaded Processor Specific Instructions 367

VNEG.PS Vector Negate Paired Single
Vector Negate VECTOR
31 26 25 21 20 16 15 11 10 76 5 0

111111 rs 00000 rd 0000 [s[  ooo111
VFP.PS 0 0 NEG.S
Mnemonic:
VNEG.PS rd, rs, rt (sync(s) = 0)
VNEG.PS.sy rd, 1s, rt (sync(s) = 1)
Function :

VFPR[rd] + -1 times VFPR]rs]
Exception :

Vector Integer Exception

Overview :

32bitx2, Single-Precision Vector Negate Operataion. When sync is 1, suppress the speculative

execution.
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VMADD.PS Vector Multiply and Add Paired Single
Vector Multiply and Add Operation VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111111 rs rt rd [o]s2[o]so]s] 010000

VFP.PS 0 0 MADD.S
Mnemonic:

VMADD.PS.vv rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VMADD.PS.vs rd, rs, 1t (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VMADD.PS.vv.lo32 rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VMADD.PS.vv.sy rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VMADD.PS.vs.1032 rd, ts, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VMADD.PS.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VMADD.PS.vv.l032.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VMADD.PS.vs.lo32.sy rd, rs, 1t (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VFPR[rd] < VFPR|rs] times VFPR[rt] + VFPR[rd]
Exception :

Vector Integer Exception

Overview :

32bitx2, Single-Precision Vector Multiply and Add Operation. When s0 is 1, execute operation
by scalar register (SFPR|[rt]) instead of VEPR[rt]. When s2 is 1, execute operation by lower
32bit of VFPR|rt]. When sync is 1, suppress the speculative execution.
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VMSUB.PS Vector Multiply and Subtract Paired Single
Vector Multiply and Substract VECTOR
31 26 25 21 20 16 15 11109 8 7 6 5 0

111111 rs rt rd [o]s2[o]so]s]  o10001

VFP.PS 0 0 MSUB.S
Mnemonic:

VMSUB.PS.vv rd, 1s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 0)
VMSUB.PS.vs rd, rs, 1t (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 0)
VMSUB.PS.vv.1032 rd, rs, 1t (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 0)
VMSUB.PS.vv.sy rd, s, rt (scalar0(s0) = 0, scalar2(s2) = 0, sync(s) = 1)
VMSUB.PS.vs.1032 rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 1, sync(s) = 0)
VMSUB.PS.vs.sy rd, rs, rt (scalar0(s0) = 1, scalar2(s2) = 0, sync(s) = 1)
VMSUB.PS.vv.1032.sy rd, rs, rt (scalar0(s0) = 0, scalar2(s2) = 1, sync(s) = 1)
VMSUB.PS.vs.l032.sy rd, 18, rt (scalarO(s0) = 1, scalar2(s2) = 1, sync(s) = 1)

Function :
VFPR[rd] < VFPRJ[rs] x VFPR[rt] - VFPR[rd]
Exception :

Vector Integer Exception

Overview :

32bitx2, Single-Precision Vector Multiply and Substract Operation. When s0 is 1, execute
operation by scalar register (SFPR[rt]) instead of VFPR[rt]. When s2 is 1, execute operation
by lower 32bit of VFPR|[rt]. When sync is 1, suppress the speculative execution.
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% 33 Instruction Set

VCMP.PS

Vector Compare Paired Single

Vector Comparison VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
111111 rs rt rd | cond [s0[s] 010010
VFP.PS CMP.S
Mnemonic:

VCMP.cond.PS.vv rd, rs, rt
VCMP.cond.PS.vs rd, rs, rt
VCMP.cond.PS.vv.sy rd, rs, rt
VCMP.cond.PS.vs.sy rd, rs, rt

Function :

if VFPR[rs] cond VFPR|rt] then

VFPR[rd] + 1
else

VFPR[rd] « 0
endif

Exception :

Vector Integer Exception

Overview :

(scalar0(s0) = 0, sync(s) = 0)
(scalar0(s0) = 1, sync(s) = 0)
(scalar0(s0) = 0, sync(s) = 1)
(scalar0(s0) = 1, sync(s) = 1)

32bitx2, Single-Precision Vector Compare Instruction. Determinate value of VFPR[rd] by con-
dition. When s0 is 1, execute operation by scalar register (SFPR[rt]) instead of VFPR|rt]. When

sync is 1, suppress the speculative execution. When set up relation conditions, specifiy which

of eq(=), gt(>), 1t(<), ne(#), le(<), ge(>).
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VSCMP.PS Vector Compare Paired Single

Vector Comparison VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
111111 rs rt rd | cond [s0[s] 010010
VFP.PS SCMP.S
Mnemonic:
VSCMP.cond.PS.vv rd, rs, rt (scalar0(s0) = 0, sync(s) = 0)
VSCMP.cond.PS.vs rd, rs, 1t (scalar0(s0) = 1, sync(s) = 0)
VSCMP.cond.PS.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VSCMP.cond.PS.vs.sy rd, s, rt (scalar0(s0) = 1, sync(s) = 1)

Function :

if VFPR[rs] cond VFPR|rt] then
VFPR[rd] « 1

else
VFPR[rd] < 0

endif

Exception :

Vector Integer Exception

Overview :

32bitx2, Single-Precision Vector Compare Instruction. Determinate value of VFPR[rd] by con-
dition. Execute operation by lower 32bit of VFPR[rt]. When s0 is 1, execute operation by scalar
register (SFPR[rt]) instead of VFPR[rt]. When sync is 1, suppress the speculative execution.
When set up relation conditions, specifiy which of eq(=), gt(>), It(<), ne(#£), le(<), ge(>).
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VCMPTS.PS Vector Compare Paired Single to Scalar Register
Vector Comparison VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 b 0

111111 rs rt rd | cond [s0]s] 010011
VFP.PS CMPTS.S
Mnemonic:
VCMPTS.cond.PS.vv rd, s, rt (scalar0(s0) = 0, sync(s) = 0)
VCMPTS.cond.PS.vs rd, rs, rt (scalar0(s0) = 1, sync(s) = 0)
VCMPTS.cond.PS.vv.sy rd, rs, rt (scalar0(s0) = 0, sync(s) = 1)
VCMPTS.cond.PS.vs.sy rd, 1s, rt (scalar0(s0) = 1, sync(s) = 1)

Function :

if VFPR[rs] cond VFPR|rt] then
SFPR[rd] « 1

else
SFRP[rd] < 0

endif

Exception :

Vector Integer Exception

Overview :

32bitx2, Single-Precision Vector Compare Instruction. Operation result is assigned 1bit for
each elements, and stored scalar register. When s0 is 1, execute operation by scalar register
(SFPR[rt]) instead of VFPR[rt]. When sync is 1, suppress the speculative execution. When set
up relation conditions, specifiy which of eq(=), gt(>), 1t(<), ne(#), le(<), ge(>).
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VSCMPTS.PS Vector Compare Paired Single to Scalar Register

Vector Comparison VECTOR
31 26 25 21 20 16 15 11 10 8 7 6 5 0
111111 rs rt rd | cond [s0]s] 010011
VFP.PS SCMPTS.S
Mnemonic:

VSCMPTS.cond.PS.vv rd, rs, 1t (
VSCMPTS.cond.PS.vs rd, rs, rt (
VSCMPTS.cond.PS.vv.sy rd, rs, rt (scalar0
VSCMPTS.cond.PS.vs.sy rd, rs, rt (

scalarQ

scalarQ

scalarQ

Function :

if VFPR[rs] cond VFPR|rt] then
SFPR[rd] « 1

else
SFPR[rd] < 0

endif

Exception :

Vector Integer Exception

Overview :

32bitx2, Single-Precision Vector Compare Instruction. Operation result is assigned 1bit for each
elements, and stored scalar register. Execute operation by lower 32bit of VFPR[rt]. When s0
is 1, execute operation by scalar register (SFPR[rt]) instead of VFPR[rt]. When sync is 1,

suppress the speculative execution. When set up relation conditions, specifiy which of eq(=),
gt(>), 1(<), ne(#), le(<), ge(>).
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Address Decoder

4.1 Register Interface

Each of the address decoder configuration registers are defined as a system register. Therefore, to con-

figure, mtc0 instruction is used.

Values are different by a module.

e Standard (TYPE A)

31 16 15 0
’ - Address Mask

e 1/0 (TYPE B)

31 12 11 4 3 0
’ - Address Mask

e External Bus (TYPE C)

31 19 18 17 16 15 0

- IARI WN I Address Mask

e Link Memory (TYPE D)

31 18 17 16 15 0
’ - | WN | Address Mask

e I/O Base (TYPE E)
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31 16 15 0
Address Mask
Field Name Function
Address Base Address
Mask Mask
WN Word Number
AR Auto Ready

4.2 Address Mapping
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’ Connected Module ‘ Initial Decode Address Configuration Register Address | Type
ROM (EXT.0) 0x00000000 ~ 0x00100000 | 0x100 TYPE C
LINK SDRAM 0x04000000 ~ 0xO4ffftt 0x138 TYPE D
LINK ECC-SDRAM (LSB 8bit valid) | 0x05000000 ~ 0xO5ffttt 0x139 TYPE D
Trace Buffer 0x10000000 ~ Ox 1t 0x153 TYPE A
EXT_1 (FLASH IF) 0x40000000 ~ Ox4fHf 0x111 TYPE C
EXT_2 0x21000000 ~ Ox21ffift 0x112 TYPE C
EXT.3 0x22000000 ~ Ox22fffftf 0x113 TYPE C
EXT 4 0x23000000 ~ 0x23ffftt 0x114 TYPE C
EXT_5 0x24000000 ~ Ox24ffffft 0x114 TYPE C
EXT_6 0x25000000 ~ 0x25fffitt 0x114 TYPE C
EXT_7 0x26000000 ~ 0x26ffftt 0x114 TYPE C
FLASH IF Control 0x27000000 ~ Ox27{HHE NA TYPE C
SDRAM IF0 0x80000000 ~ 0x87HHitt 0x130 TYPE A
SDRAM IF1 0x88000000 ~ Ox8fttttf 0x131 TYPE A
SDRAM IF2 0x90000000 ~ 0x9THHTE 0x132 TYPE A
SRAM 0x98000000 ~ 0x9ffftf 0x101 TYPE A
LINK DPM 0xc0000000 ~ Oxcftf 0x141 TYPE D
LINK 0xfffe0000 ~ OxfIfefftt 0x140 TYPE E
DMACO 0xfHF0000 ~ OxfHFOfEf 0x120 TYPE B
DMAC1 0xfHff1000 ~ OxfEfF1£Ef 0x121 TYPE B
DMAC2 Oxffff2000 ~ Oxff21ff 0x122 TYPE B
DMAC3 0xftf3000 ~ OxfHE3fEf 0x123 TYPE B
DMAC4 0xftf4000 ~ OxfHFAfEf 0x124 TYPE B
DMAC DIAG 0xftt5000 ~ OxfHI5Hf 0x125 TYPE B
UARTO0~3 0xfHf6000 ~ OxfHt61f 0x155 TYPE B
PULSE COUNTERO~5 0xftf7000 ~ OxfHE71fF 0x156 TYPE B
PWMOUTO0~11 0xfttf7200 ~ OxfHE73fF 0x156 TYPE B
PWMINO~5 0xfttf7400 ~ OxfHE75¢F 0x156 TYPE B
32bit Timer0~3 0xfHE7800 ~ OxfHE79ff 0x156 TYPE B
64bit Timer0~3 0xffff7a00 ~ OxfHE7bit 0x156 TYPE B
SRAM ECC CONTROLER 0xftfE7c00 ~ OxfHT7HHE NA TYPE B
IRC 0xfHf9000 ~ OxfFF93fF 0x151 TYPE B
SUB IRCO 0x{fff9400 ~ OxfHF97{E 0x151 TYPE B
SUB IRC1 0xfH9800 ~ OxfIfIbit 0x151 TYPE B
CLK Generator 0xftffa000 ~ Oxffffalff 0x150 TYPE B
MICRO RESET 0xfttfa200 ~ Oxftffa3ff NA TYPE B
HIZ CONTROLER 0xfttfad00 ~ Oxftttabtt NA TYPE B
SPI 0xfttb000 ~ OxfHfb7{E 0x157 TYPE B
Parallel 1/0 0xffffc000 ~ Oxfiffc7ff 0x154 TYPE B
12C 0xfftfc800 ~ Oxffffcttf 0x158 TYPE B
256bit DMAC 0xfffd000 ~ OxfHfd7{E 0x12c TYPE B
LINK SDRAM ECC CONTROLER | Oxffffd800 ~ Oxffffdfff 0x142 TYPE B
LINK SDRAM Mode 0xfftfe000 ~ OxffffeTff NA TYPE B
LINK SDRAM (ECC) Mode 0xffffe800 ~ Oxfiffefff NA TYPE B
SDRAM Mode OxfHEf000 ~ OxfHEf1{f NA TYPE B
ECC SDRAM Mode OxfHEf200 ~ OxfHE3E NA TYPE B
ECC SDRAM CONTROLER OxfHEf400 ~ OxfHEfSLE NA TYPE B
RTC OxfHIf600 ~ OxfHE7{E 0x152 TYPE B
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Responsive Multithreaded Processor DF ¥v ¥ a Y ATF AlIMEF vy v a, T—XF vy al iy
FyyyafOTMMU TOT FLAZHE Tary v 7a7eXxvyy Y adTF5. £/, 7RV A%
Ml 112, TLBIZX 37 N L AT R b WEEIIFEL 72\,

51 TLBIYhKY

AMMUIZETS TLB = > MU EEGa MMU, T—Z MMU £ 51264 = MY THB. TV FUAD
T LT full associative FRRE U, REZITIR—VBZICELSLTEDOT Y N THRERITOIZL %
ARETH 5.

PURAMMU 2815 TLB T b Y OBEED M & R D W TR RTH7 <.

£51CTLBTY M) OFEHEHAD—E%2/,R9. TLB T b VIZEERT 8byte TH S0, HEITEL Tl
32bit PP T — R EAVWTIT > 2HOMELEZNY 12y M) 212000 5.

¥/~ TLBZY kUi h%bt&m7bvxt:/r#xbID#~&bt#85#®ﬂ%i:ybU§%
DOKRERIEIZITDOND. ZODEROTY NI BR—HUZHEEIZIE, SV NIFEEPRERTLB =V
NV OFREMEFHNTT NV AZ#BTONS.

TLBOTY M) 2FEL-EEL, TOITY MY O LRU E#RIEE > bz EINEZ02 LTHD
ns.

TLB =¥ bV 2L L 725G, &7 14—V ROfEldxR 52D &L 51245, 72, TLBT>Y MY D LRU
EHREAHPIET 2L LRUDIEFIZTY ) 0o b iET7 7 ASINZTLBT Y M) &b, =V b
1) 1,2.3,... 62,63 LIEHIZT 272 A0 EN, LW AREEIZR S,

VPN

ZD VPN 74—V FIZiE, 7 RVAZBETIRET RVART Y MY 2K % 72 DI iR —
VS % RFFT 5. Responsive Multithreaded Processor (Z{Ef87 N L &Iz 32bit DfE5 2 A, HINR—
yﬁ4fﬁ4myﬁ%étb,TM&LV&U’i§51’??;v_&ﬁTbvzwiu2%m%ﬁ%Té.
VPN 74 =)L REZZY b)Y 1IZ@L, T b YRERICIEREZT SRRV FSE2HRET — 2D AL
20bit IZHEET 5.
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Table 5.1: TLB > b)) —&

AT A I T e |
VPN U1 [31:12] R — T %S (Virtual Page Number)
LOCK EAVR! [11] YT
PROTECT | Ty RV 1 [10:8] (A
SHARE-TH | Tv RV 1 [7:0] TY kY AR L S
PPN kY2 [31:12] Y X — %5 (Physical Page Number)
PSZ zvhY2 [11:10] R=TUYA X
GROUP TV 2 [9:4] AVFRANIIN—TES
CACHELOCK | =Y hV 2 (3] FUR—VDF Yy aTOHY Y
UNCACHE kY2 2] BYR—YDF ¥y ¥ a KA
BURST TvhY2 [1:0] WS NAT 27 2 ARFD N — A Mgk R

Table 5.2: TLB O #JH{LRF D

T4 EA | LI |
VPN 4 bit 0
LOCK 0(my2A7)
PROTECT 000 (KER.R E— k)
SHARE_TH 11111111 (&3> F ¥ A A%
PPN 4 bit 0
PSZ 00 ( 4K Byte)
GROUP 4 bit 0
CACHE.LOCK 0(my2A7)
UNCACHE 0 (fE%h)
BURST 11 (NN—=AF7Z&L)

LOCK

TLB SANIRI 2L, TOIAZEZIUAEET NVRAEZE#MT 57-00H -7 E%® TLB = MJIZ
FOBENRDHL. ETOIY MIDBNTTIZHEbNTVWS L, WINADZ Y M) 2RI THREDANIEZ %
TR ITFNFR 572w, AMMU TiE& TLB =¥ bV AD T 7 2 AR %7 L7 LRU iRz HY, &b
TIRANZINTWEWZ Y M) 2 ANBIONRE T 5.

ZOLOCK 74 =)V REHETS (11255)&, O TLB T Y % LRU ME#H % H W72 At 2 O xf
KPONTZENTES. ZFEUKERZTO TV M) 2EBEEELZEEIZIEZOLOCK 7 14—V KORERE
TR L 72 5.

F72, LOCK 74 =)V KRB ESINZTLB T Y M) 2o TT7 NV AEMET - 7254, O TLB TV
MIIEE o RTIZBRINZEDE LT LRU BHRAEHFINS.

ZOLOCK 74 =)V RiFz VM) 1IZET 5.

PROTECT

RV TOAEY HBEDOREEZITS 720, TDPROTECT 7 1 —)V RIZZ D= DLREHEHREEET
5. RO ICHEM R IAEE RO —HE R,
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i Responsive Multithreaded Processor TIZHIBRDEL L WIHIZ 7 — )L « A= NS HF— - 2—HFD 3 D
DALY FOEEE— FPREINLTWS.
ZDPROTECT 74—V Rl bMJ 1IZET 5.

SHARE_TH

Responsive Multithreaded Processor |&[FIFRFIZEA 8 DAL v ROBEMET 5728, TLBTZY MY DI A
EREL o> TULED. IAREDUTHELSMA 72012, IV TFFAMEZTLB T ) IZENER%Z
FiD X 5129 5. Responsive Multithreaded Processor & A L K ID(32bit) TIZ7< 2 > 7 F A h ID(3bit)
EHOWTALY FOEFEZHIELTCWS., HIZIaVyTFAMDPAEMNE I DIEEZE IV TFA NI DE 1bit D
BHHRTHEZONEDT, TLB TV b VIZIEZENIZHINT S bit ZHELTWS. 20O SHARE.TH 7 « —)b
Rz, FavFFANOAMEREZRRTS. T2 M) OEMERIZEET KL ADOHEKIZHW SN 2T
TikRL, TV MoE ANEZ Y M) ORERIZEHAWS.

ANNEEZ %475 TLB > b VIR HEN 2 I N LRUEHRICE W BRI NS A, ZDR1IZ SHARE.TH
T4 =)V REFARTES R Y NI DGFHET 2HBE5 3T E ANZZONRLET 5.

72, BNTHo-arTFAIRESLIN, HOFDILUTFFAID MMU TDT KLU AEHIBER)
Tho75HI1TE, HEKIZZO SHARE.TH 7 1 — )V RIZENICHZEI NS,

05 7Y bEHIZ, ZNEFNIAVTFFANEZS 025 70667 5.

Z®D SHARE.TH 7« =)L RiZEy b &2 KIEZLU TSI NS, #ilZI1E, SHARE.-TH 7« —)b NiZ 0x0f &
WET D & EBRITHEN T N B MEIE 0xf0 & 72 5.

ZOT74 = RiIFZV N 1IZET 5.

PPN

Z®D PPN 7 4 =)V RiZiE, VPN 7 4 =)V ROIRBER =V B BRIy TINTWAYHR—VESPRERES
5. Responsive Multithreaded Processor I¥¥H 7 N L AIZ 32bit DS Z2 ), &/N—I %1 X)34KB
THBH, TLBTZ Y MY TEBINIZYH Y R L A1dK 5.1 125K T & 512 A7 20bit THS. PPN 7 1 —
LVRIFZY MY 2L, TV M BEERICITREZITOYER -V FESZRET — XD EAL 20bit (ZHHE
5.

Table 5.3: TLB T b ) IZfa@E Al g7 R — D RH#RER

REE—F | EI—F {REEDFEH
ALL RO 111 EE— N TOHRAAD A% T
ALLR 110 BE— FTOHAASEEEAAETH
USR-RW 101 BE— FTOHAAAEEEAAETH
USR_R 100 LE— N TOHRMRA, A=A HF—F— NP EDOE EAHZE A
SV_RW 011 A=A Y —F— RLAETOFMAN L & EEAAEFA]
SV_R 010 A= NA HF—F— FLLEDFHARAA, H—RIVE— R TOEEALZTA
KER_RW 001 A —2INVE— R TOFHAAAR L EEAARZTT
KER_R 000 A —FIE— K TDFHAAAD A% ]

PSZ

Responsive Multithreaded Processor Tl&, #H_R—IH 1 XD K- 1r2LTCWwWb. TLBTY U TH
BEOR=VPA ZEMANEIENTELLHIILTED, K54 THREARERR—VT 1 X%2RT.
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Table 5.4: TLB = M) IZfEEAERR—Y P 1 X
R=VYA X | FEa—F

4K byte 00
64K byte 01
IM byte 10
16M byte 11

ZDPSZ 74—V RiFZ v b)) 22T 5.

GROUP

Responsive Multithreaded Processor Tl& I > 7 F A M ID # HW 2 HlHIB T Rbi b 720, FiZ—E a3
TXANF Yy Y ITREINZA LV Yy NBFETEHEMT 2546120, B0 TLB T2 MY O EMEIZ4S
S ZEMNTERY. ZNEFEIVTHFA NN TIRIET RUAZFHAILTWB72HIZ, FETAL Y RAYD
BbaBIZIZES LTHEEMEL RITNER SR WR S THSE. BL4DAL Y ROT KU ATy FIL@EH ML
THhHho, TV M) OEMMEITMEIZIZZR S w., ULhLEEARVHEEROT Y MY Tk, BiltgiEcT v
M) ZEELTWEZAL Y R, EFEBEBREHOZ Y MVIZHELRITNIER S5,

ZTITZEDEIBRMEEEBL2DIZZD GROUP 74—V FEHWS., £ TLBTY MV IXZD 7 14—
RIZEESNZID Z VW TAEROZEEN A>TV (5.2). TITHAEAEVHEEEZEDAL Y R
%, TOMHEBO TLB Y PV IZHRESI NIV TFA NNV —TEFSE2 > T 0L, EfrzEALZaY
TXFANEBEZZOAVTFANNV—=TIZET S TLB TV M VIZEHT 2720 T, BBIZTLBTY RV
DELEITRI ZENTES.

ZDOGROUP 74— RiFzv Y 21T 5.

CACHE_LOCK

DT A4—=IVREAEMNITEIET, HUR—VDT—X Ay re2Fyy a biZAv s §T5ZNTE
5. BREIZ TLBZ= Y MVowuwy 2 74—V K (5.1) LAI%ETHS.

Z® CACHE LOCK 7 4 =)V RIZTY bV 22/, MMU 2EZPRETD T 7 4V ~ OEIXIER) (v v
IR 735,

UNCACHE

ZOUNCACHE 71—V R2E (1 EHE) 2T DL, TOR—YDT 0y ZidF vy vadnk\n., Fry
VaVATFLANIZIEF Yy Y aREYRKUMIE T ZHBEPNEZNY T 7 BN DONH BN, TOT 14—
WRPEIZ o TVWER—TVDT —RIE, HEEAAT —RDY— VB (6.1.4) PNHNAZRF 2 —TD
BT -2y MM (6.1.4), victim buffer (6.1.3) 2MENIZ/R B,

ZD74—NVRFTy Y 21/@L, MMU MPERPRETOT 7 4 )L b OMEIXER) (F vy & aR0]) L7225,

BURST

TIZXALIZWT =R F Yy aIRERBE, NENANEREZHT I LIZ25. 2O BURST 7« —
NV RIZIE, ZOHEEOREBNAIIRNTEN—A NGARLUDIEEREZ2IEET 5. REMRLELEREE2R5.5(1C
R
RMTP Otk E BURST &L AT 2 Z &.
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Table 5.5: TLB =¥ bV TIEEAHERNERNAD/NN—Z MRk E

| 2R | ®Ea-F | By -sa
L 11 32byte
2 10 64byte
4 01 128byte
8 00 256byte

D7 4 —)b NOEIFE S AATRICITHEIS S N2, £721/0 22 E 32bit NAD T — XA LI G
TNV, 1/OTHEIHNE D LT RV AZEMZHWTHNT 5.
D7 4=V NiZTY MY 21ZEL, MMU HBESIRETDOT 7 4 )0 h DfEIFN—Z MRIEEL &2 5.

5.2 MMU D&l

MMU®DIY A= VL IARD—EA2EK5TIZRT.

ZLVIZARIBEHEDT NVAZEMY, Yatky oy 7a70ay ba—L LV IVAZXDOT KL AZEMEI3Rx
LZHEDY RUAEMIZS Y E Y Z7EINTWE, TORHODMMUDIY hA—)LL Y RARADT 7 A3k
5.6 IR 4 DOEHBSEHWTITD.

Table 5.6: MMU Y ha—)LL YV AXRT 7 ¥ A4

N ik
MFIMM | &4 MMU O3y ha—)L L VAR D% AT

)

P

H
MTIMM | @S H MMU O3>y ba— VLY RARIZ[EEHE
MFDMM | F—&2H MMU O3 ¥ ha—)LL JAX D% GAET
MTDMM | F—ZHA MMU ©Oa >y ba—)L LY A RXIZMl % BE

AV ME—IV VYRR DEDFREFEICE, BRETEIT—X2Z0EEHETHEDL, —EDERIED
ﬁf%ﬁ?é%@ﬁ%é BED— ﬁ@ﬂtiMMU@:/bu—vazaw LEDAIRST, Fyyia

YhE—=Z0ay - VLY ZARDHREIZEHNONDIGENRH S (6.1.5). TITIDO—EDEADZ
a%ALﬂE%ﬁxmanz@s: 295, HERERRNTIE1EZ2RETEI L THYL YV AXDOEREEH
SMET AN TES, FHRAVTFFANN—T (5.1) IR L TIEZOIEBEHRER A ZILEL 2MBEOER
(M 5.4) &IV TREEITS.

Slsdectfield| -@,-c:7 viv vvov,v- 2

V |valuefigt| “@ .- etsic0-, @007 L dis

5 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
context7 | context6 | context5 | context4 | context3 | context2 | contextl | contextO

s|v|s|v|s|v|s|v|s|v|s|v|s|v|s]|v

Figure 5.1: 2> ba—L L Y2 pi@#ekn
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Table 5.7: MMU ®a > b — VLI AX—&

| 7RV (70 | LYRKS B A1k Bt
0x00 MMU_SPR_START @R | 7RV AZHBROAR) - R
0x04 MMU_SPR_ALL_FLUSH BEMEL | TV bV OMERNLE LRU R OFIHL
0x08 MMU_SPR_TLB_FLUSH EERE | fEELZT Y MY 2L
0x0c MMU_SPR_.THREAD FLUSH | #H@ER G L7235 %A b2 ENL
0x10 MMU_SPR_GROUP_FLUSH EEEE | e L2V — TR e TENL
0x14 MMU_SPR_LRU_FLUSH EEHEE | LRU 582z 081k
0x18 MMU_SPR_MAX_LOCK EEEE | TV MV ROy 2 TELHRAK
Oxlc MMU_SPR_ENTRY1 BT | TLBTYhMVOTY hY 1 2#E
0x20 MMU _SPR_ENTRY?2 EffEE | TLBZYMUVDOI VY 2 2%
0x24 MMU_SPR_ENTRY_INDEX HEMEMEL | FELAZTLB TV b)Y 2%
0x28 MMU_SPR_ENTRY_LRU BOEMEMEL | LRUSHRICE D = MY 2
0x2c MMU _SPR_GROUP ke EELZV—Toxy ) oA - &1L
0x30 MMU_SPR_EXP_ADDR REMEML | B EFRELEZT RLA
0x34 MMU_SPR_EXP_LOG HEMEREL | FAE L BSOS
0x38 MMU_READ_TLB_ADDR BEMEML | TLB OfiAzWTY MU DT KL A
0x3c MMU_READ_TLB_DATA HEMEMEL | TLB OFAZVI Y M) DF—X
0x40 MMU_GLOBAL_BIT_LOW EEE | Zu— Ly kO RAL 32bit
0x44 MMU_GLOBAL_BIT_HIGH EBEE | Zu— Ly b0 LA 32bit

VM=V LVIRARDBEDRA IV E 70y YOFFRIICE > TR ERD 2D, EfFhDA
Ly NIz U TR—=VREDHNDFEHEROEE (MMU DAY - A 7RV NIVDT Ty ¥ a) 247556
BEEVPRBRETHS.

£ b=V LV RARDE IFREEK (FHIAAER) OAZHELTED, TOLI 0LV IARIC
X9 B Fi o UESRIZIZRE L LT 0 AR 5.

MMU _SPR_START

MMU_SPR_START L ¥ 2 X MMU BBED AR - RN %2R

Responsive Multithreaded Processor (&AL FEETIER< I 7 F X MEZHl# 24T 5 72, MMU_SPR_START
VYARHAVTFAMNBFIZARINTVS., 2V T XA MDOREIXEEIAART — XD FAL 8bit[7:0] T .
FZDOVVARDHAM UERIZN LU TIE, 77— XD N 8bit[7:0] D LN SIEFICI VT F A NES
THREIAVTFANRES 0 ETOHREMEPHEMEING.

BEIIE 5.1 TR U EZREE R E V5.

MMU _SPR_ALL_FLUSH

DUV ARIZHUTEEZAAEREZITH >, 2 TOTLBIZY MNIOHBRETF—XEIZV M) T2 AD
LRU 2@ T 5. EERALT 2R, RERTHI> Ry 2 THEBMIZZ Y 7a3n5,

MMU _SPR_TLB_FLUSH

ZDLVIVARIZEEUEZZBED TLB T Y NV OAZHMILTS. TLBTY b DEBERREELAAT —X
D AL 6bit[5:0) TITH. FEZRTHI LRIy 7 THEIIZZ ) TIN5,
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MMU_SPR_THREAD_FLUSH

FZTLBIYMIIZBWTIDUVYARIZEELZAVYTFANDAZ NS S, F[EHEIZR 5.1 12xR
Ui-tb@seA s Hnwg, RE2TO k70 y 2 THEMIZZ ) 73N 5.

MMU_SPR_GROUP_FLUSH

COVVARIZIBE LAV T XA NI V—TI2@T 5 TLB =¥ bV 285k d5 (5.1). 2> FF A b
TN — T DIFEIRE EIAAT — XD AL 6bit[5:0] TFH. HEZITS LIRZay 2 THEMIZZ VTIN5,

MMU_SPR_LRU_FLUSH

IDUVIYARIZEZAAERZI TS &, TLBT Y M) DT 27 AIZT % LRU EFlR 2T 5. &
AL T — ZIZHIFIE W, FERITO I 2ROy JTHEINIZZ ) 7T EN 5.

MMU_SPR_MAX_LOCK

ZOVYVARIZIZFTLBT Y MY Zuvy 2L, LRUBRIZESAZY M) D ANBANRETE,PSMATZ
EDOTELI Y NIEERET S, BEMIZ16 =T b, BMEIZO TV MY, HAEIZ 63 NYT
HY, ZOVIARDMEULEDT Y MY 20y 2352 L IZEAMIZTE R, LiArLay 2Ty M) BEOD
FEIC1 70y BT SE-0, TUN)OREMEN 270y ZHGETEILE IOV IV AXDIEEBATO Y
IR ESNDITAREMEDLH S, 64T bIBAY 2 INTULE>EE, R—Y 740 MFERIZR—
VF—TNEBETERLZ>TULED. TDDH, 64T MNURBYy I N3 LM EFRESES (5.3)
. MMU_SPR.ENTRY.LRUTCTITY FY 1DLOCK 74—V K%Z 1IZLZTLBTY M) &Ly b$BHIC
MMU_SPR.MAX_LOCK OfiBA Bz y b L &S & LGS, By 2SNV TLB T2 Y DIENRD
WEIZEY bEhd. #lziE, MMUSPRMAX LOCK #%16 CEElZrYy 23N TWS TLBT Y VY% 16
fEAFAE S 20512 MMU_SPR.EENTRY. LRU TawvyZ Lz bV %2ty b3 554, LOCK 74— K% 0
WUTTLBZ Y MRy hTBIZLITR5.

ZOVYAZDHAH UESRIZH LTI, 57— X O AL 6bit]5:0] (ZHAEDHEE 2 &S 5.

MMU_SPR_ENTRY1

HZTLBIZYMNUDBHDZ VM) 74 —LRDSH, ZOVVAXIZIMRET FLA, = vVooy 7
E, N—URHEER, T MV HEEERERETS. REKREX52ITRT.

t+ ¢y, , D VPN ¥ iy, ., o PRO

vay v'yey ¥yl LCK a5 : SHR
3112 11 108 7.0
VPN LCK| PRO SHR

Figure 5.2: ENTRY1 O &KX



386 %58 MMU

MMU_SPR_ENTRY2

HZTLBZY MU DIV R) T4 =L RDIH, ZOVIAXIZIIYWET RLA, R=YY1 X, av
FEARITN—T, HUR=—VDF ¥y aTOOY ZOUE, ZYUR—IDF ¥y VaDuf, ZYR—Y
DNAT 72 ARDON—ZA Mgk EZ2BET 5. ZEPA2X531IR7.

YUY LY, PPN vrvay-vey ¥ v ¥CLC
¥y ¥,y vy | PSZ vryay'v.y - UNC
¥i¥ ¥YYO¥,¥'Y ¥°;.Z.¥GRP ¥ ¥,¥0 0 0 T, BRT
31:12 11:10 94 3 2 10
PPN PSZ | GRP|CLC|UNC| BRT

Figure 5.3: ENTRY2 D&% &R X

MMU _SPR_ENTRY _INDEX

ZDVVARIZEZAAERZITONTLB LY N HSEBET S LT, HRIIHREL THWZ MMU_SPR_ENTRY1
74— ¥ MMU_SPR_ENTRY2 7 + =)V NDf%, ZOHREIN/ZTLBTY MVIIHET 5. TLB T
¥ N OREIFEERAL T — X O R 6bit[5:0] TTS.

MMU _SPR_ENTRY_LRU

ZDUVIARIZEBESIAAEREITS Z LT, HANIHEEL THW72 MMU_SPR.ENTRY1 7 4 —J)L R &
MMU_SPR.ENTRY2 7+ —)V RDfi%, LRUBHRZICIZLTHRD T 7 AR RINTVWAERWTLB TV b
VIZEET 5. BERLL T —XITHIE .

MMU_SPR_GROUP

CDUVIARIZEEZAAREREZTS 22T, BELEIVYFFANIL—T7IZFETA TLBZTY MY D,
RELZIVTFFANOAEML - #hkE4TS (5.1). IVTFARNTN—TLarvFFAMDORERLAZK
5.4 12K

Slsdectfied| -, viv v vov,v - 2

V |vauefidd| &, etsic0, T, 000wt

21 6 15 14 13 12 1 10 9 8 7 6 5 4 3 2 1 0
context7 | context6 | context5 | context4 | context3 | context2 | contextl | contextO
pre o gy s|vs|v|s|v|s|v|s|v|s|v|s]|v

Figure 5.4: 3 v 7% A M NV —TDOHEEHK
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MMU_SPR_EXP_ADDR

ZOUVIYRARIET RUABBUZBWTEY TS TLB TV MU DBFELRD - 725512, TOHRMT KL A
ZREET S, TRLVARI VTR A MBICRRF SN, ZTOMEGATITIET — XD FAL 3bit[2:0] 123> T
FANESEEETS.

ZDLVIARIITHEERAAERIE, FETLZAVTFAMIIGT IV IAXDMENR ) T INEET
THhb.

MMU_SPR_EXP_LOG

ZOVYVARITIER=VIREDE KPR I NIREIZZE DEK T — N (K 5.8) BMER I 5.

Table 5.8: MMU DR — IRk K 02— R

I k4 | sga—F | R I
MMU_EXP_NONE 000 AL
MMU_EXP_PRO_ALL_RO 001 LE— R TOHAH U HIBREK
MMU_EXP_PRO_USR_-RW 010 I—HFE—RFUEZRESNAER—IADT 7 ¥ ZEK
MMU_EXP_PRO_USR_R 011 I—HE— R EIRESNAEZR—IADEEAMER
MMU_EXP_PRO_SPV_RW 100 A=A F—E = FYUEIZRESINZR—IADT 7 & Z5EK
MMU_EXP_PRO_SPV_R 101 A=A FE— RPLRIZRE S NIZR—=IADEERAMER
MMU_EXP_PRO_KER_RW 110 N—=FNVE—RUEICRESNZR=IANDT 7 ¥ AER
MMU_EXP_PRO_KER_R 111 A= IVE— RLARIZREIN/ZR— IV ANDEZAAENK

IOV Y ARDEA UERIZH U TIE, 5bit H [4] (TERFEEDEMED (1 CRIEERFE), FAOL 3bit[2:0]
K 3 — RO T 5.

FLIOLIRARINT HEERAATRIE, FTUAZIAVTFFANMNIMETELVIAROMEMR I TIN5
EITH5.

MMU_READ _TLB_ADDR
MMU_READ_TLB_DATA

ZD2ODVIAREHNTTLB OHE A5G I ENTES, T 5iAZWTLBOTY MY % MMU_READ_TLB_ADDR
LY ARIZEEAA, RIZMMU_READ_TLB.DATA L Y2 & %&AHd. MMU_READ_TLB_ADDR L ¥
ARIZEZIALHEIX 6:1 bit HizT> b)) DFF, Obit HiZ Entryl 251X 0, Entry2 251X 1 2 €7 5. 7=
72U, Entryl ® SHARE.TH O Y v MINHEL 72l FAZ I N5,

MMU_GLOBAL_BIT_LOW
MMU_GLOBAL_BIT_HIGH

=Ny b EREETSIET, SHARETHE Y MZEFEARLS TLBZY Y ORNAEIZLTDAL Y
RTERhE D, 2F0 70—y b2y FENTWARZY MY IFETORAL Y RTCH@ED T N L 22
ez, AVFFARNAL Y FRRELZERS T M) OEIBITFREL LW, ZhEh—3 V4L ED
AR, TLB I AFHAEL TldWi AWiidze C o2 EELTWS, Za—N"LEy M E&EHT
DRRCIE, FRIZZOTZ Y MY 2uy 7352 2RSS, e — Uy MY MY FEITHAT T
INTVWBD, HEUYHHETY MDA TLB OE#ENTE o256, BfEOTY VYNEE I a—Le
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RoTLES. ZHRERLAVEEDERIZARS755. Za— Ly bMd) 2y ME2 ALLFLUSH %
7o =Bz OAHBKIZIMEE NS, Za—ULy MM MMU_GLOBALBIT_LOW 2 TLB > kU ®
0% 5 31 %, MMU_GLOBAL_BIT_HIGH A8 TLB T k) @ 32 &5 63 &I L, LSB 25 TLB
TV MY DEHEFIINIET 5.

(e.g. MMU_GLOBAL_BIT_LOW|0] => TLB_ENTRY[0], MMU_GLOBAL _BIT_HIGH[0] => TLB_ENTRY32])

5.3 MMU D FEE X 356514

A MMU D3 FA S & 541740 % 2% 5.9 1ITRT.

A MMU, 7— &% H MMU #2845 S B 504 OMEIZFA U TH LD, me T —XOXHZDITT
Bl 24>

ARV E XIS T — R ERBFAE SN TR Ty ¥ a7 TORWDER
ZH, MMUIZX UTRHEEITD DT — R ERTH 5728, @4 H MMU THAE L 723 EHOFIA (£ 5.9
DEINDORFEDFE) 127 — 2 H MMU Ofil#h 2 — K& —#icikbih .

Table 5.9: MMU DFHE & 2 4k

| s | o | @58 MMU©®a—F | F—%8 MMU ©a— K
IVHRUIR R 0x3 0x8
R—V RN R 0x5 Oxa

IV hYI2R(TLB 3 X)

MAERP T — X ERIZE > THRESINABEET RLAL IV FFAMNID A, YOy M) OFEMES
—HUh o BRI HET S, FINERI LT RLAZ Y ha—V L Y ZARITERET 55 (5.2),
MMU OIREEIFZAL L 7\, BIAFEAHS 7 R U AZBP TLB =2 M) OFEIEF @ fJgETh 5. #ist
FA R, MMU_SPR_EXP_LOG Ofi 0GEM L) IZiE XN D

M4 MMU TARBISADSFE L7256, a7 oy F 2=y OMERRIC & 0 @4 20K S 2 U FIs e
WCHEL Z N TERWZD, 72y FaRRHDET% No-op I— R & UTRT.

R—VREER

WEERPTF = RERIZE>THREINABFEET LA IV FFAMID A—HLAEZTLBZY M JIZBW
T, TOERVPFE I NAEERIINT 2HEITHET S, 3V b= LY AXTIEHIM T — K (£ 5.8)
DA E D H, MMU ODIRIEIZEL L 72\,

WA MMU TZ OBISNBRFRAEL 54, T2 ) I RLFEBICGS 7 2y FIED4 T % No-op & ULTKT.
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389

6.1

Fryad AT LA

6.1.1 W=

Responsive Multithreaded Processor D ¥ ¥ ¥ a2 ¥V A7 LADR#MZ U TIZRT. £V a—IUiEK%
6.1 1RT. AHTRINSF Yy Vav AT LARZEETAEERIIOVWTHERS.,

32 KB 8-way set-associative J3z\

TJay ¥4 X, T4 %14 XL HIT 32byte
Look Through

Jvinayx vy

AT EDT —X—HWEOHRHET A by 7 5K
HEAATERIZADOWIRIZZ 1 b7 ar— AKX
FryvaR—hE1HR-h
VIR 7 CF — R % (RFF

frik 70y 7 A A
Fryvaony s halfg

3V INVDT T & AR

RVFRT, Yo ITNTF—RFR

16 = b U @ victim buffer

BR16 HDOF vy ¥ a I A% EIRICHERE

ANIRZ 2175 70y 7 OERFGEIF LRU L EERED 258D

NALFS F 2 — TOEREIZ LD ERDBWEL 23T fE



390 % 6% CACHE

CPU ¥+¥¢ ¢ E¥ ¥S¥'¥ YEY YE¥CYIl¥»¥,¥ ¥ ¥'¥"
¥ ¥ ¥'¥
LY Y>YAY Y Y Ye¥,¥TY
mem_rw_buffer ¥ i.¥:7 MMU
: EY>Y¥YaY Ye¥ Ye¥, Y'Y T l
KoY i f @ . E° MMU £c¥ f @
VLY YOYAY Y ey
] . ¥iY ¥UY [L¥Q
) cone ST | e m ey ' L vivayaye
o EY>YAY Y Y Viv vy vp Y LY Y ¥RY Y ey

e il
¥i¥ ¥'Y [ L¥g ¥iY ¥'Y L¥Q

] witebuifer |
oo buffer wait buffer wait buffer
¥iY Y'Y |.¥0 ¥HY¥ YUY Y0 read buffer

256 bit ~ ¥-¥,,

Figure 6.1: ¥ ¥y Y a Y AT LDEY 2 — )UK

6.1.2 F vy aflfE

FyyvanflliiX el omEFryyyaarybu—7, FT—XFyyaary ha—J7TiTD.
Fry Y aBRDAF Yy a2 I AR UGEIZIE, I victim buffer TIRFFEINTWS T — X L Hifig X
N(6.1.3), ZZTHHYT— X EHETERFNUL wait buffer 2 5WENANT 22 2%1F5 (6.1.4).

vy aTOT—9 —EHEOHE

e, T—ROMFyyaaryba—J1%, WHNATRETIESIAAEREZFICEHTS. ZLTH
L¥vyyyalTWBTF— RPN EERAEZZIIEERIITDOT — R 2 BT 5.

6.1.3 victim buffer

victim buffer TlZ, Fvyva7ay 7O ANMIIZEVF Yy aXE®Y ZBVWHEINEZT—X%, full
associative FRTI Y M VIR T2, ZLTHF vy Yy aI AR BIULAERO 7 NV AZHEMGFELTWS
F—RDRATEHEEL, bL—HMTE3T—ZDRINIEHE YT — R 2F vy VantiEDiAL.

6.1.4 wait buffer
BE

wait buffer IZHER/NZAERF 2 —, read buffer & ZDEHEEEN S B Fry P aay ba—J OHEN
AL VR T 2—ATHY, iGHET—RHADETNEFNIZDINS. T—XF vy ¥ 2 HO wait buffer 1Z1%
FEIZ write buffer & F DEHBEHENMHET 5.
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RETAW S

NN ZBRF 2 — & write buffer 13 16 T2 MU D50, victim buffer 225X 5N T Bk~ B K%
JIEiz = > dIZkERI L T <.

MER/NZERKF 1 —DERIRALA IR ZHEAE

NERN AR & 2 — DERIEN 2 ATV Z 8035 5. T D HIEITGRAE U ERZESAATRL D HE
HUTITD ke, BREENEGEVWIVYTIFAMNOEREZELL TTD HEED 2 HTH L. 72720, 71 b
TRT—=MNARZHOVTWS720@EDOEZAAZRIIGHAR VEREFA U TR OHAR L %2175 720
BV E DR RIT write back BRIZAR > TW5.

EERHERODT—IHEE

WEDOEEIAAERD T — XX 1 byte DXFHIP 4 byte DEEHHL, 8 byte DIHEETFE AN D T —
RTHDH, 1 F¥yvaifryOTF—RIETHS 32 byte IZHLTIHNII W, KoTHUFYyY Y24
VKT BT —RADEZAAIEL 1L DDTYMVICELHDEIENTEELLDICTLT VS,

272U 1/O NDESAAERTH > 1285 G121, T—RDOI—VIFThR\0.

6.1.5 FvyaarvhbO—JILLIRY

Fyyvaaybua— VLI ARZO—EEK61IIRT. TN6DLIYARE Ty v r7ayoay
FE—ILVLVYRAXEFUT RVAZERIZY Yy Y 7INTED, Tho &MU (£6.2) ZHWTT 72X
T35, MINSGDLIYAZROFREFEXTLB @AY ha— VLY ARDHE (5.2) LAL LS ICTF—X%2E
BiREd 50, I51ICRALALERERREH WS

Table 6.1: ¥Fv¥y¥aDaryho—JLLIY X

| vorss | mEsik | Byt @HAT FVA[10] | F— 287 FL2 (7.0 |

ON ERR | Fryva0ER) - B 0x80 0x86
REP_MODE | HE#EE AN Z FIEDIRE 0x81 0x87
ACC_SCHE | BE#EE FRDBWEL L FEE 0x82 0x88
LOCK Hmp R 0y 2 DAY - ) 0x83 0x89
RESET E#RE | FryvaoUky b 0x84 0x8a
FLUSH A write back DEE L 0x8b
ALL_FLUSH | HE#5%€ 4T write back L 0x8c

Table 6.2: A A=WV VLY RAXET 7R AT 505
I i3

MFCO | 2y ba—)LLYAXDEEGHALT

MTCO | 2> b=V L I ARIZME%BE




392 % 6% CACHE

ON

CDOVIVAREZRETDHIET, AVTFAMBIFYY Y aDEY - B EZIRETE 5.

YPREOZ LI 2T v F XA MUIECZ2->TH Y, LarFXFAMPENLE I ZDa VT
FAMIHINT ST 14—V FIZEHBMICHRhE 74525,
ZDOLVYARDFEIITIHEZREEA (K 5.1) 2D, £/-Z0L YV AROHA UERIZNLTE, 7—
KD TAL 8 bit [7:0] D EAPSIHFIZA Y THFAMRS 7203V TFANES 0 £ TOREMOBIEIN S
ns.

REP_MODE

ZOLVIVARIZIEF Yy ya7uay 7O ANRZ FIEEZIEET 5. 0 2% ET 5L LRU HHICED < AL,
1 2BETHeA—F—aVTFAMNDBREICH DI fHike ks,

BEFZT—XD 1bit HTiTbNd., ZOLIVAXOHUWEIX LRU 2 W HiETHE. F/-IOLIA
R DA UERIZH LT, 7— X O M bit [0] IZHEMEPEMHE 5.

ACC_SCHE

ZOVIAZITIE, 6.1.4 CTHRANTBREITHE > 2NN AE R T 2 —DER AN ZBREDO G ), Hah%
HBETD. ZOVIVARIZ 1 2RETEHILTEOHEZAMNIITES.

#EI1E REP.MODE L YA X L[EIZT — XD 1 bit HTiTbh, HEHEITESTHE. £HZDOLIA
R DAt USRI U T, 7— XD N7 bit [0] IZEEMAEMST 5.

LOCK

ZDOVYVARIIZIES51 THRREZIVFFANEDOF vy any 70, Ehz2EETs. ZOLVYAXR
& TLBTY hY®D CACHELOCK 74 — )V RREREINDIZ LT, FHIAVTIAMDF Yy a7 —4%
Oy 7§23 ZENAREIIRS. b0 —AORELITTIEFyyany 72475 2L IXTERL.

—H¥vyy > azuovyZLTLES>E, TOAVFTFIANYEAENTHABEDZDT—E D F vy ansié
WHEINEZ &R, ZHEF vy Y aD AN ZEREIZKS ARTIT o TOWTEFAKD O, KEL
JEOAL Yy RIZT 50y 7%, 0y 7#FaRETOEBIEED AL v NOFEFT 21T 5 GEITIXIER DB
HThD.

HIHPRIED B EMIZ 2 v T F A MUIESIZZ>TH Y, ¥V TFAMNBESLINEZEFDa VT
X2 MIHIET B 71—V FIZEHERIZES 725,

ZOVYAROFEIIIILEZLEHEA (X 5.1) 2HND. FIOLYAROHEA N UERIZHLTIE, T
KD FAL 8 bit [7:0] D EALPSIHFIZI VY THFAIES 7203V TFANES 0 £ TOREMHPIEMN X
nb.

RESET

IDVIVARIZ 1 ZHRETHIELT, Fyvy¥ad victim buffer DTV M) 2L TEMLT LI ENTE
5. REUT—=2ZHOZY P VIO SNTWE T =X THZFOEESELUIXTHE.

ZDVYAZDERAL UVERIZH U TIE, 7 — X D& ML bit [0] ICBEDREEZEMNT S, 1 HFiAad X
NHEE, HEF Yy Y a0l TThbhTWwWd Z L 2EKT 5.
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FLUSH (F—4%F+vy>a23d>Y hO—50DH)

IDVIAREBEMIHRETHILT, Fyy¥aTF—A&KLE victim buffer DF =X DT AT ) ADEER
LaBllad s, EERULVKT T, BEMICEREBIZRS. FE 3 bagErA (M56.1) 2wy, 2
VIFRAMBMTESRLUERZEETE LD, BOREOI Y TFFA MW T LHBETHHESIRLZ1TS

FZOVYAROGAR UERIZH LT, T—XDFAL 8 bit [7:0) D AL SIHFIZI Y TFA MK
FTPOAVTXFANES 0 ECOREMEPHEMTINS.

ALL_FLUSH

DUV ARIZEBZAAEREZTO &, TNETTL2IVTFFAMNOEETRE L 2B TS. BETH57—X
WZHIBR I 720,
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VAT LVIAXIEMFCO, MTCOMSTT 28 ATE., T7ALZWLIRAZXAEZESEZ ANV I AR
rd IZfEET 5.

7.1

LRIy S

offset
0x00
0x01
0x02
0x03
0x04
0x05
0x06
0x07
0x08
0x09
0x0a
0x0b
0x0c
0x0d
0x0e
0x0f
0x10
Ox11
0x12
0x13
0x14
0x15
0x16
0x17

31

2423

1615

8

Status Register ( Thread0

Status Register ( Threadl

Status Register ( Thread2

Status Register ( Thread4

Status Register ( Thread5

( )
( )
( )
Status Register ( Thread3 )
( )
( )
( )

Status Register ( Thread6

Status Register ( Thread7 )

Thread Table Register ( Thread0

Thread Table Register ( Threadl

Thread Table Register ( Thread?2

Thread Table Register ( Threadb

(
(
Thread Table Register ( Thread3
(
(
(

Thread Table Register ( Thread6

)
)
)
)
Thread Table Register ( Thread4 )
)
)
)

Thread Table Register ( Thread?

Thread ID Register ( Thread0

Thread ID Register ( Threadl

Thread ID Register ( Thread2

Thread ID Register ( Threadb

Thread ID Register ( Thread6

)
( )

( )

Thread ID Register ( Thread3 )
Thread ID Register ( Thread4 )
( )

( )

( )

Thread ID Register ( Thread7
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offset 31 2423 16 15 8 7 0
0x18 Instruction Count Register ( Thread0 )
0x19 Instruction Count Register ( Threadl )
Oxla Instruction Count Register ( Thread2 )
0x1b Instruction Count Register ( Thread3 )
Ox1lc Instruction Count Register ( Thread4 )
Ox1d Instruction Count Register ( Thread5 )
Ox1le Instruction Count Register ( Thread6 )
Ox1f Instruction Count Register ( Thread?7 )
0x20 Count Register ( Thread0 )
0x21 Count Register ( Threadl )
0x22 Count Register ( Thread2 )
0x23 Count Register ( Thread3 )
0x24 Count Register ( Thread4 )
0x25 Count Register ( Thread5 )
0x26 Count Register ( Thread6 )
0x27 Count Register ( Thread?7 )
0x28 Compare Register ( Thread0 )
0x29 Compare Register ( Threadl )
0x2a Compare Register ( Thread2 )
0x2b Compare Register ( Thread3 )
0x2c Compare Register ( Thread4 )
0x2d Compare Register ( Thread5 )
0x2e Compare Register ( Thread6 )

Ox2f Compare Register ( Thread7 )
0x30 Floating-Point Control Register ( Thread0 )
0x31 Floating-Point Control Register ( Threadl )
0x32 Floating-Point Control Register ( Thread2 )
0x33 Floating-Point Control Register ( Thread3 )
0x34 Floating-Point Control Register ( Thread4 )
0x35 Floating-Point Control Register ( Thread5 )
0x36 Floating-Point Control Register ( Thread6 )
0x37 Floating-Point Control Register ( Thread?7 )
0x38 Issue Mode Register
0x39 CPU Count Register (Low)
0x3a CPU Count Register (High)

0x3b ~ 0x47 MMU Register
0x48 Exception PC Register ( Thread0 )
0x49 Exception PC Register ( Threadl )
Ox4a Exception PC Register ( Thread?2 )
0x4b Exception PC Register ( Thread3 )
Ox4c Exception PC Register ( Thread4 )
Ox4d Exception PC Register ( Thread5 )
Ox4e Exception PC Register ( Thread6 )
Ox4f Exception PC Register ( Thread?7 )
0x50 Exception Cause Register ( Thread0 )
0x51 Exception Cause Register ( Threadl )
0x52 Exception Cause Register ( Thread2 )
0x53 Exception Cause Register ( Thread3 )
0x54 Exception Cause Register ( Thread4 )
0x55 Exception Cause Register ( Thread5 )
0x56 Exception Cause Register ( Thread6 )
0x57 Exception Cause Register ( Thread7 )
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offset 31 2423 16 15 8 7
0x58 Interruption Wait Register ( Thread0 )
0x59 Interruption Wait Register ( Threadl )
OxbHa Interruption Wait Register ( Thread2 )
0x5b Interruption Wait Register ( Thread3 )
0xbe Interruption Wait Register ( Thread4 )
0x5d Interruption Wait Register ( Thread5 )
0x5e Interruption Wait Register ( Thread6 )
0x5f Interruption Wait Register ( Thread7 )
0x60 External Interruption Level Register ( Thread0 )
0x61 External Interruption Level Register ( Threadl )
0x62 External Interruption Level Register ( Thread?2 )
0x63 External Interruption Level Register ( Thread3 )
0x64 External Interruption Level Register ( Thread4 )
0x65 External Interruption Level Register ( Thread5 )
0x66 External Interruption Level Register ( Thread6 )
0x67 External Interruption Level Register ( Thread7 )
0x68 Interruption Pending Register
0x69 Interruption Clear Register
0x6a Exception Base Address Register
0x6b Interruption Mode Register

0x6c ~ 0x6f -

0x70 ~ 0x77 Event Link In Register

0x78 ~ 0OxT7f Event Link Out Register

0x80 ~ 0x84 Instruction Cache Control Register

0x86 ~ 0x8c¢ Data Cache Control Register
0x90 Multiplexer Arbitor Mode Bus
0x91 Multiplexer Arbitor Priority 256bit Bus
0x92 Multiplexer Arbitor Priority High 32bit Bus
0x93 Multiplexer Arbitor Priority Low 32bit Bus
0x94 Multiplexer Watchdog Timer 256bit Bus Enable
0x95 Multiplexer Watchdog Timer 256bit Bus Count
0x96 Multiplexer Error Handler State 256bit Bus
0x97 Multiplexer Error Handler State 32bit Bus
0x98 Multiplexer Error Handler Instruction Cache
0x99 Multiplexer Error Handler Data Cache
0xb8 10 BAse Address Decoder Control Register
0xb9 Multiplexer Watchdog Timer 32bit Bus Enable
Oxba Multiplexer Error Handler Master32
0xbb Multiplexer Error Handler Master256
Oxbc Multiplexer Watchdog Timer 32bit Bus Count
0xc9 Reservation Station Aging
Oxca Reservation Station Aging Increment
Oxcb Reservation Station Aging Span
Oxcc PID Parameter Register ( Thread0~1 )
Oxcd PID Parameter Register ( Thread2~3)
Oxce PID Parameter Register ( Thread4~5 )
Oxcf PID Parameter Register ( Thread6~7 )
0xd0 Target IPC Register ( Thread0 )
0xd1 Target IPC Register ( Threadl )
0xd2 Target IPC Register ( Thread2 )
0xd3 Target IPC Register ( Thread3 )
0xd4 Target IPC Register ( Thread4 )
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offset 31 2423 16 15 8 7 0
0xd5 Target IPC Register ( Thread5 )
0xd6 Target IPC Register ( Thread6 )
0xd7 Target IPC Register ( Thread? )
0xd8 Fetch Bound Register ( Thread0 )
0xd9 Fetch Bound Register ( Threadl )
Oxda Fetch Bound Register ( Thread2 )
Oxdb Fetch Bound Register ( Thread3 )
Oxdc Fetch Bound Register ( Thread4 )
0xdd Fetch Bound Register ( Thread5 )
Oxde Fetch Bound Register ( Thread6 )
Oxdf Fetch Bound Register ( Thread?7 )
0xe0 Own Status Register
Oxel Own Thread Table Register
Oxe2 Own Thread ID Register
Oxe3 Own Instruction Count Register
Oxed Own Count Register
0xeb Own Compare Register
Oxe6 Own Floating-Point Control Register
Oxe7 Own Bad Virtual Address Register
0xe8 Own Exception PC Register
0xe9 Own Exception Cause Register
Oxea Own Interruption Wait Register
Oxeb Own External Interruption Level Register
Oxec Own Target IPC Register
Oxed Own Fetch Bound Register
0xf0 Special Mode Register
0xf1 NMI Mode Register
0xf2 Special Operation Register
0xf3 I Cache ECC ON Register
0xf4 I Cache ECC Mode Register
0xf5 Multiplexer Error Handler I-Cache
0xf6 Multiplexer Error Handler D-Cache
0xf7 D Cache ECC ON Register
0xf8 D Cache ECC Mode Register
Oxfd Commit Mode
Oxfe Proceccor ID
Oxff Chip Version Register
0x100 ROM Address Decoder Control Register
0x101 SRAM Address Decoder Control Register
0x110 EXTO0 Address Decoder Control Register
0x111 EXT1 Address Decoder Control Register
0x112 EXT2 Address Decoder Control Register
0x113 EXT3 Address Decoder Control Register
0x114 EXT4 Address Decoder Control Register
0x115 EXT5 Address Decoder Control Register
0x116 EXT6 Address Decoder Control Register
0x117 EXT7 Address Decoder Control Register
0x120 DMACO Address Decoder Control Register
0x121 DMACT Address Decoder Control Register
0x122 DMAC2 Address Decoder Control Register
0x123 DMAC3 Address Decoder Control Register
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offset
0x124
0x125
0x126
0x127
0x128 ~ 0x12
0x12c
0x130
0x131
0x132
0x133
0x138
0x139
0x13c
0x13d
0Ox13e
0x140
0x141
0x142
0x150
0x151
0x152
0x153
0x154
0x155
0x156
0x157
0x158
0x159
0x15a
0x15b
0x15¢, 0x15d
0x170
0x171
0x172
0x173
0x174
0x175
0x176
0x178
0x179
Ox17a
0x180
0x181
0x182
0x183
0x184
0x185
0x188
0x189
0x18a,
0x18b
0x18c
0x18d
0x18e
0x18f
Oxlal

31

2423 16 15 8 7

DMAC4 Address Decoder Control Register

DMAC5 Address Decoder Control Register

DMACG6 Address Decoder Control Register

DMACT Address Decoder Control Register

DMAC DIAG Address Decoder Control Register

DMAC256 Address Decoder Control Register

SDRAM IF0 Address Decoder Control Register

SDRAM IF1 Address Decoder Control Register

SDRAM IF2 Address Decoder Control Register

SDRAM IF3 Address Decoder Control Register

LINK SDRAM IF Address Decoder Control Register

LINK SDRAM(ECC) IF Address Decoder Control Register

SDRAM IF Mode

LINK SDRAM IF Mode

LINK SDRAM(ECC) IF Mode

LINK Address Decoder Control Register

LINK DPM Address Decoder Control Register

LINK ECC Control Address Decoder Control Register

Clock Generator Address Decoder Control Register

IRC Address Decoder Control Register

RTC Address Decoder Control Register

Trace Buffer Address Decoder Control Register

PIO Address Decoder Control Register

UART Address Decoder Control Register

PP Address Decoder Control Register

SPI Address Decoder Control Register

I12C Address Decoder Control Register

PCI Address Decoder Control Register

Ethernet Address Decoder Control Register

IEEE1394 Address Decoder Control Register

USB Address Decoder Control Register

Extbusl Status

Extbus2 Status

Extbus3 Status

Extbus4 Status

Extbusb Status

Extbus6 Status

Extbus7 Status

ROM Status

E2M Status

Extbus Mem 10

Multiplexer Error Handler DMACO

Multiplexer Error Handler DMAC1

Multiplexer Error Handler DMAC2

Multiplexer Error Handler DMAC3

Multiplexer Error Handler DMAC4

Multiplexer Error Handler DMAC5H

Multiplexer Error Handler Extbus0

Multiplexer Error Handler Extbusl

Multiplexer Error Handler Extbus2

Multiplexer Error Handler Extbus3

Multiplexer Error Handler Extbus4

Multiplexer Error Handler Extbusb

Multiplexer Error Handler Extbus6

Multiplexer Error Handler Extbus7

Multiplexer Error Handler MDMAC256
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7.1.1 Status Register

Address: 0x00 ~ 0x07 (£ AL v i)
ALy FEOWREZRT. Uty FEIE 000000000 (ZHHH{LE N 5.

31 2524 23 22 21 12 11 8 76 54 3 210

: [rsiPEiEv : [ o [-fpcf[wo |- [erfm)

Field Name Function

TS Timer Start

1: RAX—%AX—1T 5.

0: ZAX—%AbY T 5.

PE Period

1: Timer Interrupt % FEARIZ AT 2

0: One Shot

EV Exception Vector Location.

1: Bootstrap - - - HIAFEAERIZ EBA L Y A X THE L 764X 7 Z D
#%5.

0: Normal - - - BIANFEAEIRH @ E ORISR 2 & (0x60000000) ~HIFELTHE 5.
IM Interruption Mask. 12ty b9 5L, XI5 HHEDEH D IAAEZT AT T 5.

11: Tiemr Interruption

10: Hardware Interruption

9: Software Interruptionl

8: Software Interruption(

EBAE (EB) | Exception Base Address Enable

1: Variable --- TBA(Table Base Address) % H#E & U7z HKHMDFISN R X %
9 5.

0: Fixed --- FEEFBHDOFISNR T &2 & FHT 5.

CRAM (C) Control Register Access Mode

0: Precise --- EHATOMAHAII Y hINDETHIEIL VARXIINTET7 7%
AT DFAT D,

MO Mode Bit

00: Kernel Mode
01: Superviser Mode
10: User Mode

EL Exception Level. #2345 & 1122y h&hd. ERET@ATOICEY
AR
1E Interruption Mode

0: ®TDE D IAARBIER)
1: 2 TDEDIAALER

7.1.2 Thread Table Register

Address: 0x08 ~ 0x0f (£ A L v NF)
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ALy ROREERT. HARRIZAL Y NlEGRIZE > TEEZITS.

EXIAAZLIT - IG5 E OBEIEIREEE L 22\, 0x08 ZAM K 000000000 [ HIHIfEE 5.

31

14 13 12 9 8 7

|

- |E| STATE [K]| PRIOR

Field Name

Function

E

Thread Enable
0: TDAVFFXFAMITIT 4 TAL Y ROBE D BT S5NTWRL.
1: FOAVFFXFAMNITIZT4 7AL Y RAE D YT HNTWA.

STATE

Thread State

0000: Invalid

0001: Run

0010: Ready

0011: Not Ready
0100: Backup Now
0101: Restore Now
0110: Backup Wait
0111: Restore Wait
1000: Copy or Swap Now
1001: Stop Wait

KEEP (K)

Keep Active Thread
0: JEH
L AVY REAVFF AT vy ¥ aGB#T 2ma 28T 5.

PRIOR

Thread Priority. 256 Level.

7.1.3 Thread ID Register

Address: 0x10 ~ 0x17 (AL v Fig)

31

Thread ID

Field Name

Function

Thread ID

AL RIZWT 537272 ADBEDOAL Y ROEEIZHWS.

7.1.4 Instruction Counter Register

Address: 0x18 ~ 0x1f (AL v N)

31

Instruction Counter

BAESARETH D0, HREIKIZ




402

W7E O VATALALIYAR
Field Name Function
Instruction BAL Y RPEREINTHLS5AIy MLEMBORBEIY VNI 5.
Counter

7.1.5 Count Register

Address: 0x20 ~

31

0x27 (AL v RKiF)

Field Name
Count

Function

02 7EN5.

Hravy oo Ty FENBEHD X Compare Register L <75

7.1.6 Compare Register

Address: 0x28 ~ 0x2f (AL v )

31

Field Name

Function

Compare

ZOLVIYARIZOUNDEREY NINTED, D Count Register DEA
ZDVIAZDIEEHFEL L Rotzliy, XA <EDAAEFRET S, 214 <ED
AL Status Register D IM 7« —)V R & IE 7 1 —)b N THER E 721383012

REIND.

7.1.7 Floating-Point Control Register

Address: 0x30 ~ 0x37 (AL v NiE)

31

6 5 4 3

|[RND|

EM
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Field Name Function

RND Rounding Mode

00: Round to Nearest

01: Round to Zero

10: Round to Positive Infinity

11: Round to Negative Infinity

EM Exception Mask

FEY MI1Z2UTSHIET, MNT BP0 2 AT THILNTES.

3: Inexact Exception

2: Underflow Exception

1: Overflow Exception

0: Invalid Exception

7.1.8 Issue Mode Register

Address: 0x38
RATMHDOBIRAELEZB/ET S L VXX, 0x00000000 IZ#H XN 5.

31 2827 2524 2221 1918 1615 1312 109 76 43210
| - ] sa3 | sa2 | sat [ sao | ma3 | mMA2 | MA1 | MAo | sP | PO |
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Field Name Function
Sub Assign0, | #4T A @y MIZ ALy F2& 0 4T 5FH4 X (THASSIGN) T,
1, 2, 3 (SAO, | SUB.POLICY 7+« —J)V F#» SUBFIX IZFEINTWBIRET, A
1,2, 3) Oy MNMEDAA VTEDYTHNTWA ALY RDROMBEFITTERVG
BIZZDT7 4 —=IVRTREINZALY R omazERiTT 5.
Main As- | FfTAT Y MZAL Y R&2EID M THHi7 /A (TH.ASSIGN) T, Auv Mg
sign0, 1, 2, 3 | IZAA U TEID Y THAL Y RERET 5.
(MAO, 1, 2,
3)
Sub  Policy | FfTm B NKR) O —DY T R) O —2&ET 5.
(SP)
e 1INST_1TH
00: NORMAL

01: PRED_STOP --- YIZFITIT REMENDIEFHIOKER & U THRIT
INBZMETHY, Fy v INBUREMDRDHDGEIXTDAL Y R
DELEEZETNIES.

10: MINST_STOP -
YHMUDHEE S TWBY

CBHBALVY KDY A =R NNy 77 OEELL DT
BlEZFDAL Y FOBREZKTIES.

e TH_ASSIGN

00: SUB_PRIOR --- A0 Y MIAASL Y THIDETSENTWBAL Y RiZ
%éﬁf‘%éﬁﬁn#m\ £, Ay MZED U THNTVWRWAL Y
ROPTHRBELEDE VALY REOGEEFITT 5.

01: SUBFIX --- 280y MIAAL VY TEDYTENTWAB AL Y RIZH
TTELIMENRVIGEIE, 2oy Mz LY TTHEH O L TENT WS

ALY Rho@maa2HETTE. Y TOALY RIZHRITTEIMEHR
ek, 20y heihb,

Policy (PO)

FATIEINKR ) O — 2 HRET 5.

00: 1INSTITH --- 2z uvy 234127, 1 ALy R oHmkA 1 @s 2%
TR B8R Y —., 4 ALy RBLEDAL Y RPETFINTWiRWE, F
ARy MIZEENRTETLED> Z LIRS,

01: HIGHEST FAST --- B2 0w 7% 4 27, BEEBREEDAL v K1 5HK
FCELRTOMFTEFRITL, RoFITFAT Y MIRIZEWEBLEEZFFDOA
Ly RIZEIDYTS, I5IZR-EEAIZIFHICEVELEZE>Z L Y R
THFEBRIZITD.

10: TH.ASSIGN .- Ffr A0y TR IZREDAL Y RZ2E DL TT, ZD
ALY RSB ERITTERVEEOAMBDOAL Y ROMma%2HITT 5.

7.1.9 CPU Count Register

Address: 0x39, 0x3a

VATALVIAR
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31 0
CPU Count

Field Name Function
CPU Count 64bit H v X Uy bR SEBIZAY I 1T Ty TLTWL.
0x39 7Y FA7 32bit, 0x3a A% EAZ 32bit Z/R9.

7.1.10 MMU Register

Address: 0x3b ~ 0x47
MMU BEDEREL ¥ AR,

7.1.11 Exception PC Register

Address: 0x48 ~ 0x4f (AL v Fi)

31 0
Exception PC

Field Name Function
Exception Bis % £ U 7zdngr, U IIBIAPRE LR TREICII Y NIz PC
PC ERFFT AL YRR ERET s CTHISMLEED S DR FHiie LTHIRT 5.

7.1.12 Exception Cause Register

Address: 0x50 ~ 0x57 (AL v Fig)
L BN DIERZ RRFT 5 L U A X, 0x00000000 (2@ LI 5.

31 30 17 16 1211109 7 6 21 0
D] - | wmL  mijm| - | cobeE | - |
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Field Name Function

Delay  Bit | #il#h % FE4E U 7245 D3 Delay Slot O THIEEICZ 1By hEnb.,
(D)

Hardware INEREA B D L )L,

Interrup-

tion Level
(HIRL)

Timer In-

RAG T LB 1 DEERAENDS. XA YERAAIZKIDERL XA

terruption WXFETZIDOEY V27V TTHHENDS.
Pending

(TD)

HI Hardware Interruption Pending

Exception RRIZHE LU HIAND I — R 2EKT 5.
Code

(CODE)

7.1.13 Interruption Wait Register (R L v K)

Address: 0x58 ~ 0xbf

31 0
Interruption Wait
Field Name Function
Interruption | & ¥ MAEIDIAAL )L (IRL) IZHELTWAD. BV b2 1S5 ZDAL Y
Wait FI3IE 9 % IRL OAMNEEGAAZZ T 5.
7.1.14 External Interruption Level Register (R L v R)
Address: 0x60 ~ 0x67
31 0

External Interruption Level

Field Name Function
External BBIZ IRC 76 AS XN ANEE D AAD IRL 2 4£FFd 5.
Interruption

Level
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7.1.15 Interruption Pending Register

Address: 0x68

BE (Z5) AL TV,

7.1.16 Interruption Clear Register

Address: 0x69

BIE (£4) MU LTWa,

7.1.17 Exception Base Address Register

Address: 0x6a

31

Exception Base Address

Field Name Function

Exception BIHRZ ZDR—=ZAT RV A%ZFFEFT 5. Status Register ® EBAE €'y b %
Base  Ad- | LIZE&ZET 5 &, BISFEERNZ EBA ICHINONEIZ/KS724 71y b EATX
dress - HHIZHIEDE 5. Status Register D EV €y & 11255 &, BISNFEER

IZHISDFERIZHK S 3" EBA OFMICHIEAE S, W h% 112 L72%E EBAE
LYZRPERINS.

7.1.18 Event Link In Register

Address: 0x70 ~ 0x73

7.1.19 Event Link Out Register

Address: 0x74 ~ 0x77

7.1.20 Instruction Cache Control Register

Address: 0x80~0x84
6% (CACHE) DF vy ¥ aday ba—I LY AR %S,

7.1.21 Data Cache Control Register

Address: 0x86~0x8¢
6% (CACHE) ¥ ¥y ¥ a @I Y ha—IL L YRR %S,
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7.1.22 Multiplexer Arbitor Mode Bus

Address: 0x90

31 54 3 2 10

ol o]

pac

Reserved

Field Name Function
MO(256bit NAT = bhb—=YarDE—F2iETS. 0 2fHET 5 L EEBERE, 1

arbiter ERETAHESY VRO Y ARTAARARIZANAMR 52 5. BEBLE

mode) E-RFTREVEWVEZEY FENEZNATARIZEDEWVBEENRGEZ 5N
5. 0B S VBRERE LU WEEIZIE T Y NONAT AR P X
Nna.

M1(32bit ar- | NAT—E L —YavOE—RZ2EETS. 0 28ET D L EEELE, 1
biter mode) | ZfEETHL IV Y FREVARTNANAYARIINAMEZ 52 5. [FEEELE
E—FTRLVEWEERZ LY PENZNATARIZEDEWVEEENEGZ S50
5. 0 IZHIHMEE NSRRI E L WISEICIE TALE Y PDOANZAIY AR DPMERE
ns.

7.1.23 Multiplexer Arbitor Priorty 256bit Bus

Address: 0x91

31 8 76 543210
Reserved | 1C | DC {DMAC25+§2bit B«{

256bit Bus DNAIY A X DEREEZHRET S, 77 4V NI 0 (RAKELE).

7.1.24 Multiplexer Arbitor Priorty High 32bit Bus
Address: 0x92

31 28 27 24 23 20 19 16 15 12 11 8 7 4 3 0
32bitBus | OCE | DMA5 | DMA4 | DMA3 | DMA2 | DMA1 | DMA0

32bit Bus DNNAY A X DEREZFHET D, 7 7 40 MI 0 (BAKELE).

7.1.25 Multiplexer Arbitor Priorty Low 32bit Bus
Address: 0x93

31 28 27 24 23 20 19 16 15 12 11 8 7 4 3 0
Extbus7 Extbus6 I Extbusb | Extbus4 Extbus3 | Extbus2 I Extbusl Extbus0

32bit Bus DNNAY AX DEHEZFLET 5. T 7 4V ML 0 (RAKELE).
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7.1.26 Multiplexer Watchdog Timer 256bit Bus Enable
Address: 0x94
31 10

Reserved I B ‘

Field Name Function

E Default: 0

0: Disable

1: Enable

ZD LY ALXE Watchdog Timer 256bit Count D i /5 % % E L 2\ & BRI
ANCR AN

7.1.27 Multiplexer Watchdog Timer 256bit Bus Count
Address: 0x95

31

0
Count
Field Name Function
Count Default: 0
256bit /N A2 Address Strobe 23D TH* 5, Ready 23K - T % £ TOREHE
NEZAENMED I vy 731 7 VE%EBZ -84, Watchdog Timer Error
HAAZREIED.
Watchdog Timer Enable 23i%E I NN TWRWEE, ).
7.1.28 Multiplexer Error Handler State 256bit Bus
Address: 0x96
II7—%2EILTWAEFREZRTLVIAX,
T —OFMIINIETE2TT—NY RV VAR ESRT 5.
31 2 10

’ Reserved | C ‘
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Field Name Function

C Default: 0

00: I Cache Error
01: D Cache Error
10: DMAC256 Error
11: 32bit bus Error

7.1.29 Multiplexer Error Handler State 32bit Bus

Address: 0x97

7.1.30 Multiplexer Error Handler Instruction Cache

Address: 0x98
Instruction Cache 3NAY A X DEFED LT T —NY KT,

31 8 7 6 5 0
Reserved | SE | ES
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Field Name

Function

SE

I —OfEZRT.

Default: 0

00: No Error

01: Reserved

10: Address Error (%1727 K LX)
11: Watchdog Timer Error

ES

I —%2IULEAL—T2RT.
Default: 0

0x00:
0x01:
0x02:
0x03:
0x04:
0x05:
0x06:
0x07:
0x08:
0x09:
0x0a:
0x0b:
0x0c:
0x10:
Ox11:
0x12:
0x13:
0x14:
0x15:
0x16:
0x17:
0x18:
0x19:
Ox1la:
Ox1b:
Oxlc:
Ox1d:
Oxle:

Ox1f:

0x20:
0x21:
0x22:
0x23:
0x24:
0x25:
0x26:

SDRAM IF 0
SDRAM IF 1
SDRAM IF 2
SDRAM IF 3
SDRAM IF Mode
ROM

SRAM

DMAC 256

DMAC 0

DMAC 1

DMAC 2

DMAC 3

DMAC 4

Extbus 0

Extbus 1

Extbus 2

Extbus 3

PCI

Ethernet

IEEE1394

UART

PP

IRC

Clock Generator

SPI

PIO

RTC

12C

Trace Buffer
Responsive Link
Responsive Link DPM
Link SDRAM IF

Link SDRAM IF Mode
Link SDRAM ECC IF
Link SDRAM ECC IF Mode
Link SDRAM ECC Controler
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7.1.31 Multiplexer Error Handler Data Cache

Address: 0x99

Dada Cache B’NAY AXRDFED T Z—N>Y FF. 7.1.30 JHO Multiplexer Error Handler Instruction
Cache & [FIfk.

7.1.32 Multiplexer Error Handler MDMAC256

Address: Oxlal

DMAC256 D3NAY AR DIGED T T =Y R F. 7.1.30 IHD Multiplexer Error Handler Instruction Cache
& [FIBR.

7.1.33 Multiplexer Watchdog Timer 32bit Bus Enable

Address: 0xb9

31

10
Reserved | B ‘
Field Name Function
E Default: 0
0: Disable
1: Enable
Z DL Y AR E Watchdog Timer 32bit Count D /5% F%7E L 7\ & FRIT 722
5700,
7.1.34 Multiplexer Error Handler Master32
Address: Oxba
BEMH T TR,
7.1.35 Multiplexer Error Handler Master256
Address: 0Oxbb
B AT TV,
7.1.36 Multiplexer Watchdog Timer 32bit Bus Count
Address: 0Oxbc
31 0

Count
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Field Name Function

Count Default: 0

32bit /N A1Z Address Strobe 23D TH* 5, Ready 23K -> TL % £ TORFM
(BAz: Clock cycle) WEHRZAENMED IOy 2 H A ZIVEEBZ 54,
Watchdog Timer Error #iAA% FEIE 5.

Watchdog Timer Enable 23i%E I VT W W E, fE4).

7.1.37 Reservation Station Aging
Address: 0xc9

31 10
Reserved I E ‘

Reservation Station DY M) DI A IV VT %4TD

7.1.38 Reservation Station Aging Increment
Address: Oxca

32 0

count

Reservation Station DY M) DITA YV V&

7.1.39 Reservation Station Aging Span
Address: 0Oxcb

32 0

span

Reservation Station DY b DT A VT ANV

7.1.40 PID Parameter Register

Address: Oxcc ~ Oxcf (2 ALy N)
PID HIFID BT 1 v a7 A v, W4 v DZEEELTS. Target IPC Register T PID il & 72
WISEITIZERLE. 31~16 E v FAYEHRAL Y FHT, 15~0 v MHMEHAL v KA.

31 30 26 25 21 20 16 15 14 10 9 5 4 0
E] ¥ | ki | kKa [E] K» [ ki ] K
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Field Name

Function

E

PID Parameter Enable
0: N—= ROz T7TCHRESNTAVEHNS
VTN TR SEREDT A U ﬁ?‘é

Kp, Ki, Kd

10000: 58y bAEYT7 M TS, (55)
01000: 4 ¥ MY 7 RT3, (L)
00100: 3¥w hAY 7 b3 5. (
(
(

|~ &l

00010: 2 ¥y FEY 7 NT 5.
00001: 1¥Y "GV 7 M‘%.
BEOY Y bZBELUEGEICE, Y7 M MEIZEEHT 5.

~— ~— — O

1
1
8
1
1
1
2

Bl: 10011 & HRE L 72356 _ci, TAVE g +i+3=35 %5,

7.1.41 Target IPC Register

Address: 0xd0 ~ 0xd7 (F AL v Nig)
IPC il = G509 5. Compare Register & & & U7\ EEIFEL 2R\,

31 30 29 28 0
’ E | MO | Target IPC
Field Name Function
E IPC Enable
0: IPC filifl 2T 72\,
1: IPC il 247 5.
MO IPC HINZ F 2 SR 7R D E R
00: PID il
01: 74— F7 47— Rl
ZH A4 PID il
Target IPC HEED IPC(FERRIZIE, Compare Register THE L7227 1w 7 %A1 7 )VENIZ
FAT T o) 2
#l: Compare Register % 10000 {Z3%E L TWTHEEIPC % 0.7 IZL72WE&E
2%, 7000 % fERE
7.1.42 Fetch Bound Register
Address: 0xd8 ~ Oxdf (2 AL v K1)
31 0

Fetch Bound

Field Name

Function

Fetch Bound

7 v FED _ERAE.
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7.1.43 Own Status Register

Address: 0xe0
HEDI YT ¥ A NEKESD Status Register 22187 5

7.1.44 Own Thread Table Register

Address: Oxel
HEOD IV T F A MESD Thread Table Register % 28

7.1.45 Own Thread ID Register

Address: 0xe2
HED 3> 7% A NESD Thread ID Register % 28

7.1.46 Own Instruction Count Register

Address: 0xe3
HE DY TF A NSO Instruction Count Register % £ 1R

7.1.47 Own Count Register

Address: Oxed
HEDIYTF A MESD Count Register % £/

7.1.48 Own Compare Register

Address: 0xeb
HBHD2 YT F A NSO Compare Register %= 2 f

7.1.49 Own Floating-Point Control Register

Address: 0xe6
HE®O 3> 7 F A MESD Floating-Point Control Register % £ &

7.1.50 Own Bad Virtual Address Register

Address: 0xe7
HHD YT F A NESD Bad Virtual Address Register & 2R

7.1.51 Own Exception PC Register

Address: 0xe8
HE® Y7 F A MESD Exception PC Register % £
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7.1.52 Own Exception Cause Register

Address: 0xe9
HE® Y7 F A MESD Exception Cause Register % £

7.1.53 Own Interruption Wait Register

Address: Oxea
HEH DY T F A NSO Interruption Wait Register % 218

7.1.54 Own External Interruption Level Register

Address: Oxeb
BH D127 F A NSO External Interruption Level Register % 2

7.1.55 Own Target IPC Register

Address: Oxec
HED 3 YT F A NEHD Target IPC Register % S8

7.1.56 Own Fetch Bound Register

Address: Oxed
HEO YT F A MESD Fetch Bound Register % £

7.1.57 Special Mode Register
Address: 0xf0

31

210

Reserved

[eaf

Field Name Function

Thread (TH) | default: 0
SVFALY T A VI ERATAHAICLICEY NT .

Thread RUN Rf&)

runth @2 & O HRMIZETZ2B S B2 0EDR D 5.

0: rstrth @ HFIC Lo TEBLZA LV Y RIZEHBINICFEITZHAT 5. (Active

1: HiRLZ ALy NIZEEIRIZETREBE S (Active Thread STOP JRFE) |

Sync (SYN) | default: 0
0: Sync MODE &%
1: 2 TOMFITHREINIZ syne % A
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7.1.58 NMI Mode Register
Address: 0xf1l

31 8 76 54 3 210
Reserved ITH?ITH()‘ITHS

TH4|TH3|TH2|TH1ITHO‘

Field Name Function

Thread (TH) | default: THO =1

AR5 D NMI DA 2% TIB AL Yy R2BHET 5.

FMTHAL Y FIENMI DAND B - 72856, fBEINT RLAAY vV
7%,

Status Register ® EBAE €' k% 1 1Z§&E L, Exception Base Address Reg-
ister IZHIART ZDOR=AT RV A%RHBET DHENDH 5.

EBAE ¥y F230 D34, 7 KL A1 0x80000000 2% E X 5.

7.1.59 Special Operation Register

Address: 0xf2 @2 FET L7232 T F X hD system register (28 U TEHEEIAA%ZITS. (write only)

31 9 8 7 6 5 4 0
Reserved IOFFlONIDEI 1E I ARG ‘

Field Name Function

ARG 0: 2T DEBEAAIR
other: $87€ L 7z bit & H O HA AR

IE 0: AR %L (status LY A XD IE L [AER). 1. EAAZEZL (status
LYAZD IE ¥ k).

DE 1: HAAZ L (status LY A XD IE L [FHER). 0: #AAZAXME (status
LY AZRDIE LFAKK). DE 2 1120 Tz IE Ol B2 < EBAA D
fmRhibsnsd.

ON ARG THRE U 7235 @ interruption wait % BR{k.

OFF ARG THE LU 725 D interruption wait % f€xh{b. OFF 2 1 1ZL T\
& ON O iz BfR7: < BAAD RN LT N 5.

7.1.60 I Cache ECC ON Register
Address: 0xf3

31 16151413121110 9 8 7 6 5 4 3 2 1 O

Reserved I THT7 I THG6 I THS5 I TH4 I TH3 I TH2 I TH1 I THO ‘
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Field Name Function

TH I Cache ® ECC ON, OFF Z##&ET 5. 7 74/ M TIELET off.
ZOVYARDBEIFIERER A (K 5.1) 2 V5.

1 D>T%H ECC ON DALy FWEES 5554, Write & Invalidation (&3 T
ECC ON Tiihib. Read IZZ DAL v RD ECC ON, OFF IZ#£5.

7.1.61 I Cache ECC Mode Register

Address: 0xf4

31 4 3 2 10

Reserved +OF+2\014R1\1+WWF:

Field Name Function

AOFF All ECC OFF

0: falH L7z,

1: &AL v K& Invalidation ® ECC % & HlIZ OFF (29 5.
ECCON VYA &%, ALLECCON & hEhIhs.

AON All ECC ON

0: fafH L7z,

1: AL v RN & Invalidation @ ECC % #iHlIZ ON 125 5.
ECCON LY AZ%, ECC OFF &K hEhLIns.

MRMW Manual Read Modify Write

0: fafH L7z,

1: Read modefy Write Mp%£ 5. 56735 & 012K 5.

RMWE Read Modify Write Enable

0: ECC OFF »*5 ECC ON & 75 T%H Read Modify Write (1707 .
1: ECC OFF 5 ECC ON & 72 - 2B Read modefy Write 17 5.

7.1.62 D Cache ECC ON Register

Address: 0x{7

31 16151413121110 9 8 7 6 5 4 3 2 1 0

Reserved I THT I TH6 I THS5 I TH4 I TH3 I TH2

TH1 I THO ‘

Field Name Function

TH D Cache ® ECC ON, OFF 2#&&d 5. T 7 4V N TIE2T off.
ZOVYARDBEIFIERER A (M 5.1) 2 HW5.

1 DTH ECC ON DALy FWEET 5554, Write & Invalidation (&3 X T
ECC ON Tiihib. Read ZZ DAL v RO ECC ON, OFF IZ£5.
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7.1.63 D Cache ECC Mode Register

Address: 0xf8

31 4 3 2 10

Reserved %p{aon{mﬂmw#

Field Name Function

AOFF All ECC OFF

0: ffH L7z,

1: AL v R KL Invalidation @ ECC % 5&#I041Z OFF 129 5.

ECC ON LY A4 %, ALL ECC ON & hEhEIh3.

AON All ECC ON

0: fafH L7z,

1: AL v KLU Invalidation @ ECC Z &I ON 125 5.
ECCON LY AX%, ECC OFF &K hEhkIns.

MRMW Manual Read Modify Write

0: falH LR,

1: Read modefy Write 25 £ 5. 5617325 & 0ITRE5.

RMWE Read Modify Write Enable

0: ECC OFF %*5 ECC ON & 725 T%H Read Modify Write (347472,
1: ECC OFF 55 ECC ON & 72 o 7zB#IZ Read modefy Write 17 5.

7.1.64 Address Decoder Control Register

Address: 0x100 ~ 0x139, 0x140 ~ 0x158

7.1.65 Extbus0 Status
Address: 0x170 Default: 0x3000

31 161514 13121110 9 8 7 0
Reserved | BR |wD [A]F] UC | AC
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Field Name Function

BR N—AMNEZZRETS.
00: default
10: IO

11: MEMORY

WD NADT 7R Alg%2HBET 5.
11: 32bit
01: 16bit

10: 8bit

A Auto Ready DEE% T 5.
0: Disable
1: Enable

F Flash IF 23 2% ET 5.
0: Disable
1: Enable

Z DFFE I Extbusl DA THEIMIZ/ 5.

ucC

Un cache 2% E T 2 (BUEIXMHL TWRL).

AC

Auto Ready 2 BT ETOHI YV MEZKET 5.

7.1.66 Extbusl Status

Address: 0x170
7.1.65 IH® Extbus0 Status & [FfE.

7.1.67 Extbus2 Status

Address: 0x171
7.1.65 TH®D Extbus0 Status & [Af.

7.1.68 Extbus3 Status

Address: 0x172
7.1.65 TH® Extbus0 Status & [A4k.

7.1.69 Extbus4 Status

Address: 0x173
7.1.65 IH® Extbus0 Status & [A4E.

7.1.70 Extbus5 Status

Address: 0x174
7.1.65 TE®D Extbus0 Status & [FlfE.
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7.1.71 Extbus6 Status

Address: 0x175

7.1.65 TH® Extbus0 Status & [Afk.

7.1.72 Extbus7 Status

Address: 0x176

7.1.65 IH® Extbus0 Status & [F4k.

7.1.73 ROM Status

Address: 0x178
BEIRFEH LTV AW

7.1.74 E2M Status

Address: 0x179
WEFMAALTWZRN

7.1.75 Extbus Mem IO

Address: 0x17a
FAEIRHEA L TR

7.1.76 Multiplexer Error Handler DM ACO0-5

Address: 0x180 ~ 0x185

7.1.30 TE® Multiplexer Error Handler Instruction Cache & [EIfE.

7.1.77 Multiplexer Error Handler Extbus0-7

Address: 0x188 ~ 0x18&f

7.1.30 TH®D Multiplexer Error Handler Instruction Cache & [El#E.
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{5 54 40 32

8.1 EWAHIY hbO—7F (IRC)

#DiAATY bE—F (IRC) IE, HUBEED 3 DD IRC B H AT — REINTVWET. Sub IRC DD AA
HiJ7 (IRL) i OR T Main IRC @ IRQ26, 27 IZ##t T VT WX 3. Main IRC @ IRL #° RMT PU @ 2
TIERHRINTOET.

Initial Address: Main IRC: 0xffff9000, Sub IRC1: 0xffff9400, Sub IRC2: 0xffff9800

8.1.1 LYRITvYT

offset 31 2423 1615 8 7 0
0x00 31ch|[30ch|29ch|28ch|27ch|26¢ch|25ch|24ch|23ch|22ch|21ch|20ch|19ch|18ch|17ch|16ch
0x04 15ch|{14ch|{13ch{12ch|11ch|10ch| 9ch | 8ch | 7ch | 6¢h | 5ch | 4ch | 3ch | 2¢h | 1ch [0x00
0x08 Request Sense Register 0
0x0c Request Clear Register 0
0x10 Mask Register MT]
0x14 26’h0 fci] IRL Latch
0x18 31°h0 Jroa}

8.1.2 Trigger Mode Register

Offset: 0x00,0x04

31302928272625242322212019181716151413121110 9 8 7 6 5 4 3 2 1 0
| 31ch | 30ch [ 29¢h | 28¢h [ 27ch | 26¢h | 25ch | 24ch | 23ch [ 22¢h | 21¢h [ 20ch | 19¢h | 18ch [ 17¢h | 16¢h |

31302928272625242322212019181716151413121110 9 8 7 6 5 4 3 2 1 0
| 15¢h | 14ch [ 13¢h | 12¢h [ 11ch | 10¢h | 9ch | 8ch | 7eh [ 6¢h | 5eh [ 4ch | 3¢h | 2¢h | 1ch [0x00]
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Field Name

Function

Trigger

set0x04 TIEF ¥ 2L 16-1 D M) HE— ROBEERITD

bit | Trigger Mode
00 High Level
01 Low Level
10 Rise Edge
11 Fall Edge

BF ¥ FINVDRNYHTE—ROFEFE. offset 0x00 TIEF ¥ I 31-17 £ T, off-

8.1.3 Request Sense Register

31

10

|

Request Sense Register

Field Name Function

Request Trigger Mode Register TR¥E X 1172 b U A W35 1 IRLIN,IRQIN (Z A1 &

Sense 58, ZOEDIAAF ¥ FIVIZHIGLZE Y MZ1HEy hEIND. bit3l
TRQ31, bitl #5 IRQIL (2 /5. Read D&

8.1.4 Request Clear Register

31 10
’ Request Clear Register | 0 ‘
Field Name Function
Request Request Clear Register @ bit31-1 DT 12y hENd & ZNIZRIET S
Clear REFENTWZEIDAAZRA 012725 . write DA
8.1.5 Mask Register
31 10

|

Mask Register

o
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Field Name Function

Mask 31-1 Y FAE[DIAARF ¥ 2 LD 31-1 1IZHGL, 12y v 5Z2THD
IAAEIATTES. 7272L, Mask % 1 DA TH Request Sense Register
Tty hEhb.

MI 07251, IRLOUT IZE D AAL RV Ty FONEEEN. 155 EX AL,

IRLOUT {Z1d “I” &7

8.1.6 IRL Latch/Clear

31 6 5 4 0
| 26°h0 loL] IRL Latch

Field Name Function

IRL Latch HOAAL RN Ty FONEEHH

CL 1Z2FZABIET, HDAALRXLVITYFONEEZ IV T L, IROEDIAH
LRVETYFT 5.

8.1.7 IRC Mode Register

31 10
| 31h0 fro

Field Name Function
Mode 172 5133 1 IRLIN % IRQIN[31:27] & U CfHH. 075 X% IRLIN % % D
¥ £ IRLOUT (2.

8.2 ENMF/EAAE
8.2.1 IRC

IRCE—RLIYRAZDPTIZHEESINS &, AN+ IRLIN[4:0](IRQIN[31:27]), IRQIN[26:1] IZ A1 X #v 7=
HDARMEFIE M) HE—R LUV ZARIZEREEINZ ) AT E—RIZK->TEDE D IAAZRERFL . BFX
NFEDAAREIMASK LY AR TIYAZEINTVWARVWEDDI L TTIA4 A ) T4 R —FEHOVEDHMRa—FR
{EENTEDIAAL X)LT v F (IRL Latch) IZAARE I N E 9. AAEFE N7z IRL Latch ® 7 — X & MASK LY
AZDOMIEY A (K'Y b 0) A0 D56, Winf IRLOUT4:0 I hInEd.

IRCE—RL YRR OIZHEINS L, Ifif IRLIN[4:0] (Z AN Iz T —ZDBZF D F £ IRLOUT[4:0] 12
HWAOEINETH, ZOMRIIFHLABNTSZI V.

12 Main IRC D& DAA~T Y 7%, FRIZ Sub IRC DE[DIAAT Y TZ2RLUET. Sub IRC DEI D AAH
71 (IRL) I OR & T Main IRC @ IRQ16 127 A7 — REHE I TV .
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Table 8.1: Main IRC #| D JAA < Y 7

IRQ31

Bus Error

IRQ30

Address Error

IRQ29

Watch Dog Timer Error

IRQ28

Responsive Link

IRQ27

Sub IRC2

IRQ26

Sub IRC1

IRQ25

Reserved

IRQ24

SRAM ECC Fatal Error

IRQ23

SRAM ECC Correct Error

IRQ22

SDRAM ECC Fatal Error

IRQ21

SDRAM ECC Correct Error

IRQ20

I-Cache ECC Fatal Error

IRQ19

I-Cache ECC Correct Error

IRQ18

D-Cache ECC Fatal Error

IRQ17

D-Cache ECC Correct Error

IRQ16

Reserved

IRQ15

64-bit Timer 1

IRQ14

64-bit Timer 0

IRQ13

32-bit Timer 1

IRQ12

32-bit Timer 0

IRQ11

RTC

IRQ10

External 10 0

IRQ9

DMAC2

IRQS

DMAC1

IRQ7

DMACO

TRQ6

DMAC256

IRQ5

SPI 0

TRQ4

I?C

IRQ3

GPIO

IRQ2

UART 1

IRQ1

UART 0
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Table 8.2: Sub IRC1 #| DA A~T Y 7

IRQ31

Reserved

IRQ30

Reserved

IRQ29

Pulse Counter 5

IRQ28

Pulse Counter 4

IRQ27

Pulse Counter 3

IRQ26

Pulse Counter 2

IRQ25

Pulse Counter 1

IRQ24

Pulse Counter 0

IRQ23

Reserved

IRQ22

Reserved

IRQ21

PWM Input 5

IRQ20

PWM Input 4

IRQ19

PWM Input 3

IRQ18

PWM Input 2

IRQL7

PWM Input 1

IRQ16

PWM Input 0

IRQ15

Reserved

IRQ14

Reserved

IRQ13

Reserved

IRQ12

PWM11

IRQ11

PWM10

IRQ10

PWM9

IRQ9

PWMS

IRQS8

PWM7

IRQ7

PWMG6

TRQ6

PWM5

IRQ5

PWM4

IRQ4

PWM3

IRQ3

PWM2

TRQ2

PWMI1

IRQ1

PWMO

Table 8.3: Sub IRC2 #|DAA~T v T

IRQ31

Reserved

TRQ30

Reserved

IRQ29

64-bit Timer 3

IRQ28

64-bit Timer 2

IRQ27

Reserved

IRQ26

Reserved

IRQ25

32-bit Timer 3

IRQ24

32-bit Timer 2

IRQ23

Reserved

IRQ22

Reserved

IRQ21

Reserved

IRQ20

Reserved

IRQ19

Reserved

IRQ18

DMAC5H

IRQ17

DMAC4

IRQ16

DMACS3

IRQ15

Reserved

IRQ14

Reserved

IRQ13

Reserved

IRQ12

Reserved

IRQ11

Reserved

IRQ10

External 10 3

IRQ9

External 10 2

IRQS8

External 10 1

IRQ7

Reserved

TRQ6

Reserved

IRQ5

Reserved

TRQ4

SPI'1

IRQ3

Reserved

TRQ2

UART 3

IRQ1

UART 2
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8.2.2 RMT E Bk

e IRL Unit
EHOAABALEIZETHOETDAL Y RPEIDAARNY KT 2RETLOTIE, FEIKRUTHD,
HOAAINT B VAR AEEOEMZHENVTCLUENET. ZTD7~D, RMT TiE IRL Unit £\ 5
IRL 28 ALy NIZEI b YT r#HE2RH 7.

IRL Unit IZ1Z A L v N4IZ Interruption Wait Register 2SHE I VT 9. Interruption Wait Register
DALY MIIRLIZHBULTWET. IRCHHES U IRL 23%I7HLD, Interruption Wait Register @
IRLIZAIGT 2y b1 D e &, HIDIAA%ZZITAF, Exception Unit [ZSMNBEI D IAADBFEAEL -2
e ZDIRL Z@MUET.

Interruption Wait Register 133 Y FF AN A v FORBUZ LV ARy b EFRBKIZNY 77 v T RO
VARTEINEZHIZ, AVTFAMAIYFOEIZHETIHLEIZH D FHA.

o HDIAARIZE DAL Y NiLH)
AERA RV MZE B ALy NEHITHIOBD L ARy AR 2 B 272012, #FIRREBIZHE ALY R
(Status Register ® STATE 7 « —)L K43 0010 or 0011) 126 U CTHNESEN 0 IAA D 302 5 1235813 F D A
Ly R2ZfTREICL £
772U, T DOREIZ Interruption Wait Register DX R & T BE D IAAIITIGT 2 Y A1 0D, WR
DALy RO Status Register @ Interruption Mode (IE) D&y bH 0 THHMBENRH D £7.

8.2.3 fIAMNETO+ER

RAXEDIAAR, N—FTzTEDAAR SNBEIDAA), VT Y TEIDIAANFAET S L, Exception
Cause Register D553 % Pending Register 2* 112y hINFT. F7z, SHEHI 0 IAADEE L Exception
Cause Register ® HIRL (Z@EM I N2 IRL Xy hUET. ZH6OHEDIAADMEE @D F4ET 5121F Status
Register @ Interruption Mode(bit0) A% 0, Interruption Mask(bit11-8) DXfIRT By FA30 TH S HENDH
DET.

I DE D AAX RMTPU THIADFAE L 72854, Status Register @ Exception Level(bitl) 2% 0 7
S I HEE D FIAMLEE R FEAE U £ 9. Exception Unit Tld CPU core @ exception {§ 5% Exception Cause
Register @ Pending Register Z 2L, FEEITHIALIE 2T\ E 3. BISMLBEOEEE MM, X1 <HD
AH, N—=RDzTEDAR, V7 7z TEHOIAADIETT.

BISNLEEDSR AT 2 L, IROEENTTDONET.

e Status Register @ Exception Level % 1 (v b
o TOMRDE—RZMHRFFL, H—FNVE— KB

o SN EAEU 7, B U IIBISADPFEAE L R THREIZT I v b IN7z PC % Exception PC Register
2 LREF

e Exception Code Register ® CODE 7 1 —)V N2 Z2FA$ 53— F (K 84) 2 HZIAL

o Status Register @ Exception Base Address Enable %* 1 7 & X Exception Base Address Register D
WZBISNDNBIZHE > 724 7 2y N OMEZE A =B IR 5
Exception Base Address Enable %% 0 72 & IX[EEFH# (Exception Vector Location %3 1 72 &1 0xbfc00200,0
725 1 0x80000000) 1= HIEIAE 2
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ANEBEN O GAAMPHE Z - 72BRIZ, WHRERDE ALy RAQMEIRIBIZS 2 56 138FE OHISMLEE 2D, A
Ly ROREITREABITT 2O A ThI ET.

ANEREN 0 A TS B HISMLEDL — F ¥ TIRBLIZ WG U 72 IRC IZRFE SN T WA E| D IAATREZ 2 ) T
U, IRL Latch 227 UV 7§ 2 %EDRH D £9. ZOMEIROLER I N TV EE D iAA% IRL Latch I[ZLRFFS
5 Z LN TE, Exception Cause Register DXf)5 3 % Pending 7 « — )V RDEF INET. X1 <TEHDIAA
XY 7 bz T EIDAADIEGEIZIHRIIZ Exception Cause Register D X9 % Pending 7 «+ —)V K% 27V
TEAMBENRHD £T.

BISMLEL DR T IRFIZ1X ERET @52 F17 9 % 2 & TIROEER TN K .

e Status Rergister @ Exception Level % 0 {Z& v b
o E— F&fINRERDLDIZET
e Exception PC Register (ZF&#h & 1172 B HlH 2 5
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Table 8.4: Exception Code, Offset

TR I—=F [ A7y
I-TLB SPR Address Miss 0x01 0x010
I-TLB All Entry Locked 0x02 0x020
I-TLB No Entry Matched 0x03 0x030
I-TLB Thread Mode Error 0x04 0x040
I-TLB Protection Error 0x05 0x050
D-TLB SPR Address Miss 0x06 0x060
D-TLB All Entry Locked 0x07 0x070
D-TLB No Entry Matched 0x08 0x080
D-TLB Thread Mode Error 0x09 0x090
D-TLB Protection Error 0x0a 0x0a0
Coprocessor Unusable 0x0b 0x0b0
Reserved (Invalid) Instruction 0x0c 0x0c0
Sytem Call 0x0d 0x0d0
Break Point 0x0e 0x0e0
Integer Overflow 0x0f 0x0f0
Divide By Zero 0x10 0x100
Trap 0Ox11 0x110
Data Address Miss Align ( Load ) | 0x12 0x120
Data Address Miss Align ( Store ) | 0x13 0x130
Floating Point Overflow 0x14 0x140
Floating Point Underflow 0x15 0x150
Floating Point Divide By 0 0x16 0x160
Floating Point Inexact 0x17 0x170
Floating Point Invalid Operation 0x18 0x180
Reserve 0x19 0x190
Vector Integer Exception Oxla 0x1a0
Vector Floating Exception 0x1b 0x1b0
Timer Interruption Ox1lc 0x1c0
Hardware Interruption 0x1d 0x1d0
Software Interruption Oxle 0x1e0
Software Interruption Ox1f 0x1{0
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9

AL

9.1 #EmX

FIN

clk_src_in

PLL

CPU

N

SDRAM

Link
SDRAM

Link

PWM

PWMIN

Pulse
Counter

SPI

Timer

Timer64

Figure 9.1: 7 1 v 2 kR
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433

B 774V il |
FIN_A rsay o AH -
FOUT_A | PLL -
F_A PLL @580 HlH 9 5 16
R_A PLL D55 % fil{# 4 % 3
OD_A PLL D@58 % filfH 3 % 0
PD.A PLL Power Down Mode (1:Power Down) | 0
BP_A PLL Bypass Mode (1: Bypass) 0
OEB_A | PLL Output Enable (0:Enable) 0

T7A)NVMTIKFINA XD 75MHz D21y 7% A5 L, PLLA %25 800MHz " ENha. Zhs %
FARCHELEEY a—Nizrzay 7 289 5.

9.2 HIELIRS

Initial Address: Oxffffa000

9.2.1 Clock Enable

Offset: 0x0000

&oay 7 EAY/EHCTS. WHnT Ay bE 1 THER, 0 TEMICARS. WIEMEIZETO.

31

28 27

’ Reserve |

Enable

Field Name Function

Enable &onay 7 e/ NS 5.

9.2.2 Soft Reset

Offset: 0x0004
B2V Yy bEPITE. MIGTDHIEY 2012752 )y b0 5. ¥y b2 LIZEIRW
YUty MREEAHES (CPU 2 BR< ).

31

28 27

’ Reserve |

Reset

Field Name Function

Reset BEYa—WZVtLYy bERTS.
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9.2.3 Clock Enable / Soft Reset Bit Map

Clock Enable, Soft Reset L2y b=y FIXLAFORRIZZR > TWA. 728, Outer L IIABE T L TH
N3 5708wy Thb. Responsive Link O@fEHEIZHH S 2 10w 7 A3 Link TH 5. Half link I%, Responsive
Link @3> ha—)Vv%24{75270y 7 ThHb. kL Link D5 OMEIZHRET 578, FHE Half link & &

ZLTW5.

bit ‘ module H bit ‘ module ‘
00 CPU 14 | Vector Floating-Point
01 DMACO 15 SDRAM

02 DMAC1 16 Pulse Counter

03 DMAC2 17 PWM

04 DMAC3 18 Outer

05 DMAC4 19 Link

06 DMAC DIAG 20 PWM Input

07 Context Cache 21 Link SDRAM

08 Complex INT 22 Reserved

09 Floating-Point Unit 23 PIO

10 SIMD 24 SPI

11 | Floating-Point Reservation Station || 25 Half Link

12 Synchronize 26 Timer

13 Vector Integer 27 Timer64

9.2.4 Divider Ratio

Offset: 0x0008~0x001c, 0x0028, 0x002c, 0x0030, 0x0034, 0x0038
#onay 2 DREEERET S, NIETHREHEDT KL AL HHHHIZLATO@ED.

ELL | F7ANME [ TRLAA TR} |
CPU 1/2 0x0008
SDRAM 1/4 0x000c
Pulse Counter | 1/8 0x0010
PWM 1/512 0x0014
Outer 1/8 0x0018
Link 1/1 0x001c
PWM Input 1/512 0x0028
Link SDRAM | 1/4 0x002c
SPI 1/8 0x0030
Timer 1/2 0x0034
Timer64 1/2 0x0038
31 17 16 15 0
Reserve I T I Ratio
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Field Name Function

T AEETICIa Y 2% ANV—9 2% (1/1 {5EKF)

Ratio 0y I ORNAREIRET 5. 8 UBIED B4 (NG R YA T) T2
Oy PRI TRRY, BELEBME T/ oy 703556 ED35. 1 288 L
HOEIEIZAGN. 1/10HEEIETEY b2 1125528,

9.2.5 Clock Synchronization

Offset: 0x0020

1Z2BELEZI7ay 70N ED Ty YR CPUDIAY ZIZEAZ 5. (RO Oy 7 THEPNZMEIZY £y
FEhb.

31 12 11 10
’ Reserve | Sync I . ‘

Field Name Function
Sync 70w DML EDTY VR CPUDIOY ZIZZEARD

Ly by FTIERORIZIR > TV 5.

’ bit ‘ module H bit ‘ module
1 SDRAM 7 | Link SDRAM
2 | Pulse Counter || 8 SPI
3 PWM 9 HALF Link
4 Outer 10 Timer
5 Link 11 Timer64
6 PWM Input

9.2.6 All Reset

Offset: 0x0024
ZDT7 RVRIZEEZAAZITO I L ETIZ) Yy 21T,

9.2.7 Micro Reset

ST 2 Dbit 120 2EEALE, VEy NE20N5.
Offset: 0x0208

31 28 27 22 21 16 15 10 9 8 4 3 2 0
] DMAC?2 | DMAC1 | DMACO Responsive Link |T2| ext bus |T1| clk \

T1: IRC, f5: OCE
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| bit | A%
0| &K 8 | auto_readyl 16 | dmac0 @D ch0 24 | dmacl @ ch2
1] clk 9 | OCE 17 | dmacO @ chl 25 | dmacl @ ch3
2 | hiz 10 | Responsive Link @ bus I/F || 18 | dmac0 @ ch2 26 | dmacl @ arbiter
3 | IRC 11| avybre—7— 19 | dmac0 @ ch3 27 | dmacl @ I/F
4 | extbus @ I/F || 12 | V8T & HdE 20 | dmac0 @ arbiter || 28 | dmac2 ® ch0
5 | rom @ I/F 13 | sdram I/F 21 | dmac0 @ bus I/F || 29 | dmac2 @ chl
6 | flash @ I/F 14 | dmacdiag ® bus I/F 22 | dmacl @ ch0 30 | dmac2 @ ch2
7 | auto_ready( 15 | dmacdiag 23 | dmacl @ chl 31 | dmac2 @ ch3
Offset: 0x020c
31 29 28 27 26 25 21 20 19 14 13 8 7 210
| spr | t |ts| UART [|t4] DMACS5 DMAC4 DMAC3 | 13 |

t5: DMAC CH2, f,: DMAC256, {,: PIO, f4: SDRAM

| bit | 2

0 | dmac2 @ arbiter 8 | dmacd @ ch0 16 | reserved 24 | uart @ ch3

1| dmac2®busI/F || 9 | dmacd D chl 17 | reserved 25 | uart @ bus I/F

2 | dmac3 @ ch0 10 | dmac4 @ ch2 18 | reserved 26 | pio

3 | dmac3 @ chl 11 | dmac4 @ ch3 19 | dmac diag @ bus I/F || 27 | sdram I/F (bus)

4 | dmac3 @ ch2 12 | dmac4 @ arbiter || 20 | dmac256 28 | sdram I/F (sdram)

5 | dmac3 @ ch3 13 | dmac4 @ bus I/F || 21 | uart @ chO 29 | spi0

6 | dmac3 @ arbiter 14 | dmac diag @ ch0 || 22 | uart ® chl 30 | spil

7 | dmac3 @ bus I/F || 15 | reserved 23 | uart @ ch2 31 | spi D bus I/F
Offset: 0x0210
31 210
| PP [Fs] 7]
T7: SPL 14: 12C

| bit | B

0| spi & BUSI/F @ sync || 8 | pwm outO || 16 | pwm out8 24 | pwm in4

11 i2¢ 9 pwm outl || 17 | pwm out9 25 | pwm ind

2 | pls counterO 10 | pwm out2 || 18 | pwm outl0 || 26 | ext_timerQ

3 | pls counterl 11 | pwm out3 || 19 | pwm outll || 27 | ext_timerl

4 | pls counter2 12 | pwm out4 || 20 | pwm in0 28 | ext_timer2

5 | pls counter3 13 | pwm outd || 21 | pwm inl 29 | ext_timer3

6 | pls counter4 14 | pwm out6 || 22 | pwm in2 30 | timer64 @ ch0

7 | pls counterb 15 | pwm out7 || 23 | pwm in3 31 | timer64 @ chl

Offset: 0x0214
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31 6 54 3 2 10
’ reserved ITlonglRTCI PP ‘

t9: Trace Buffer, {;,: SRAM

| bit [ BE |
timer64 @ ch2
timer64 @ ch3
rtec D bus I/F

rte

trace buffer

U= | W [N~ |O

sram

9.2.8 HiZ Control

UFDA 7y MZ0x02ZZAG L, W TA2EYa—ILH HIZ &75.
A7y NMILTO#EOTHS.

TEYVa— TRVAFT7EY I
Responsive Link 0x0400
Link SDRAM 0x0404
SDRAM 0x0408
CLK 0x040c
EBIU 0x0410
SPI 0x0414
PWM Out 0x0418
UART 0x041c
PIO 0x0420
12C 0x0424
On Chip Emulator | 0x0428
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1

2 Ly Rl

Responsive Multithreaded Processor {2815 AL w REIHGIEIZ DO WTHRRS,

10.1 RL v ROEE

RMT Processor & 8 DON—KRD 27 AVTFHFAMEHBELTED, TNENON—FRIzT7IVTFFA
MIFEHOYWEL YA Xy b (GPR & FPR) ZFiALTWS. 77— MRIZIZ 1 D2DON—FY 7 ALY R
MLIOON=RFRYz7IAVFFANTEETS. V7 Mo 7IEAL Yy Nilfiida 2173 5 2 & TEHRIC
N—=RYz7 ALy FEER/HIRT S ZEVARETHD, TNoZ2RKEHON—RTzT7 IV TFANTH)
EXEBZNTES. ZNIZEYD, RMT Processor EDY 7 N = 7IXHBEEIEL TWAN—=R T T A
Ly RERL, 2A2%2E0 N THI MRS,

RMT Processor CTIZZ B—NVATrVa—) v 7 ilBT5AVTFAMNAS v FERDRLSZDIZ8EDOD
N=RYz7aAVFFARNEFEELTVD.

10.2 AL v REERAHZXLA

RMT Processor (& IRC 2= b & W FHRRELAAREZ A L TW5b. EHAADRET L L, Wind
AN =T ALY RBPN=RYTIZEDIRDI By 7P A 7V TRRT S, 2T XD 1RV bADGER
FMOEMEMHHETH D, [/OA XY MIHUTHALEZGEFA RV NN Ty Tn s I I v 7RIz
5. VT NEA LFEFTIRICERMEOEMEIIEETH L. £72, ZOEGAABERIANE/INB X 1 ~—I12 58
HTE, XA LRY TVOIEMRAL Y REIENAEEC RS, TOAL Y NEKA =X L THERE 17z Rk
72 & A 7 1% Responsive Task & X35, Responsive Task &3V TFARAA v FOL —/N—~v R & HIJH
U, &Yy RV TIVRA LFETEFEBT 5.

10.3 RL v RDFEHE
RMT Processor DAL R 2 DIZEI N5,

e 7T 47 ALY N



440 10T AL REIH

e Fyvy aAL v R

TO2F4TALY REBFUVIART7ANRTOT S AT VR EDERMPHMRS N, 7oy P HNTT
CIZTHEFITRERAL Y FERT., FyyYaALy RERFIVFFAMF vy YaNIBERHFIhTWS 2
Ly R&5RT. RMT Processor WETTBEALY RIZT7 2T 4 T7AL Y RTEFREIZHEZAL Y ROAT
H5. Vey b, ALY RIDABAODAL Y KOBBREOTTY RLRAOLSERTI NS,

10.4 R L v RElIHEGS
10.4.1  1ERR - HIBR

UL ALY FEERT 2581 mkth v z2HWS. £72, 7774 7ALy F2a¥—-LUTHLWVWA
Ly FEERTHZEHAHETH 5.

e mkth

HULKTI2T4TALY REMEKTS. 1s TALY RID, 1t TAX—FT7 KL RA%2FHET 5. Stack
Pointer F3FHE XN WD, BTERINZAL Y NEHRIZX > THRES NI HEDLH S, mkth @y
BEXT T4 TAVY REERT 2721 TEITIZFIB L RV, DF D mkth A TEKRSI AL Y R
WA MY TIRIEEBIZH D, ET2HBETE7-0C runth e 2HT 5. ALy ROERIZHEIIT S &
rd 12 1ANR YD, KT S & 049K,

e delth

TUF547ALy REYHIKRT 5. s THIRTAAL Yy ROID 2 8ET 5. ALYy ROJIBRIZEKIIT 3
ErdIZ1ANEYD, KT EE 005K, ZOMERHTEEEEINZALY KT oy dhs
HifRE 5.

e cpthtoa
72574 7AVYy REHNOT 7574 T ALy R LTIE—F 5. rs CA¥—TDAL Y RID, rt TH
BT B2 ALY RO ID 28T 5. cpthtoa @HIET7 7T 4 TALY ROAV—2HLWT 7 T4
TALVw R UTIERRT 5. fERL7ZaC—I3A by FREBIZH O, ET%RFKBT 5729121 runth iy
FEMETS. ALYy ROV —IZET 4L rd IZ 1 25RD, RKT B L 04585,

e cpthtom
TI2TF4T7ALY R2HIOFyyYaALy R L Tav¥—35%. s CaV¥—uiDALy RID, rt TH
TERT 2 ALY RO ID #8ET 5. cpthtom @FIEXT7 7T 4 7AL Yy KOOIV —%2H LWV F vy
VaALy REUTHERTS. fERLZa—3aryFF Ay vaNiid b0, EfT2HBT
LD rstrth SR ETT 2 T4 7ALy RizLzithidiasw., ALy ROav¥—Iizkhd 3
Erd i 125K, KT DL 005K5.

10.4.2 JREEHIE
TOF 4T ALY RIZET - BIEOWTFRLORIEEIZH S, 25 DREIZ FOMS % AW CEHET 5.

e runth

FILREBDT 77« TAL Yy REFEPREBIZT S, s TALVY FID 248ET 5. HHEINZAL Y R
FFEITIREEIZ A D, BREICR > TEITDVHIB I NS, ETHBITRS 5 & rd 12 1250, KT 2
EO0MIRS.
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e stopth
EITREDT 754 TALV Y R&2BIEREEIZT 5. s TALY RID 2 BET 5. EESNAL Y R
B IEREBIZ 2D, MIRFETDOATYa—) I hoidTInsd. HUOEFTT 57201201 runth e %
EFT 5. BIRICKIIT A & rd 121 AR YD, KT B & 000K5.

e stopslf
HAOHSZEILREBIZT S, IS5 e rd I 125D, KT 2 & 049K 5.

e chgpr

ALy ROBEREZ2ZEHTS, s TEETLAL Y ROID, rt THUWMELEZIEE TS, BREED
BEIZENTHL rd 121 HRYD, kBT L 00K, BEENEEIND L, DEDI7O0vIhs
HUWEEECTHEETHHEEINS.

10.4.3 #5i%

RMT Processor 32V THFA M T Yy P a%fb, AVTFAMNAASYFIZEITELT ="~y REZRFL
TWVWa., UATFIZaVvFFAMFyy v a Dk z xRy,

e bkupth
TITAT7ALYy REIAVTFANF vy Y alRT 5. s TRBTEZT7 771+ 7AL Yy FOID %
HETD. HEINEZT T4 TALY FIFFAT2EFIEL, aVTFAMFyy Y allBilitans. &
BTN T 5 & rd 121 258D, KT 5L 005K 5.

e bkupslf
HOBHS %23 THFAMF vy a2 TS 5. JREHTEIIT 5 & rd 12 125D, KT 5L 008K 5.
e rstrth
Fyy L aALy RETIT74 7 ALy FEULTHERETS. s THIFTS ALY FOID 248E L,
EINEZFryyYaALy RPRIVTFAMFyyvaroiiAring. HRFOREIZS AT LV
¥ A& Special Mode Register(0xf0) ® Thread bit(1bit H) OfEIZ & > THEZ 5. 1 OHEIIEIIRE
THEFT 5728, PRI runth @RI &0 FETRBIIBTHENDH 5. 0 DGHEFETRETERT
5. BIRMCERINT 52 rd 121 25ED, KT 5L 025K5.

e swapth

TIT4TALYy ReFyyaZAlby NE ANH#ZS. s TRETET7 2774 7ALY ROID, 1t T
BT 2F vy aXlby NOID 28ET 5. HESINZT 2T+ 7 ALy NiZFEFEEIEL, av
THERAPF Yy VaIREIND. ARICEEINZFyy Y2 ALy RPRaYTFFAbFyyvan
Sl END. HiRL7ZAL Yy NOREILS AT L L Y AKX Special Mode Register(0xf0) @ Thread
bit(1bit H) DEIZ & > THEBRS. 1 DA, HRTHIAL Y FIGR#T 577571 7ALy NORER
T 5. 005G, HRTSALVY NIGRETS7 277+ 7ALy NOREIZHED S TEIFREL &
5. ANIRZIZEIIT 2 & rd 12 1 H5R YD, RIS 2L 045K 5.

o swapslf

HOEHBEF Yy Va2 ALYy REANRZ S, it THERTAFvyw a2 ALy NOID 2f8€3 5. BS
HEOEFTEEILL, IVTFFAMFyy Va2 BT 5. HRFICEESNZFyy v a ALy K0
VIFFARNFry I adnsFHEAAEN, ETREICRS. ANMIICKRINT S rd iz 1 DGR Y, KT
5 0MKS.
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10.5 JRREEF

RMT Processor (28T B ALy ROIREEER X 10.1 IZRT.

bkupt h, Active Thread
bkupsl f,
swap(rs),

swapsl f st opt h,

st opsl f

runth

nkt h,
cpt ht oa Active Thread
STOP

bkupt h,
swap(rs)

delth

swap(rt),

rstrth swapsl f(rt)

Cache Thread

Figure 10.1: AL v N DIREEER

cpt ht om

10.1 IZ8 W T Active Thread RUNJIREED AL vy KOAMEREIZK > T Ty Y TEITINS.
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[=) &H

11.1 #HE

RMTP (21 31 fHD A L Y A X (64bit) BFIEL, TN EMHT 5 Z 2 TA Ly RETOHbHIE, N
TEMBAEEC RS, 2, AV TXFA N T Yy Y allFHET S ALy N OHMEIE, N 7HES EETH
5. RMTP i3 G L V2R R L3RI, XA F V2 T 4 2 FEHT 520D 1024 @O F )T 4 LY
AZDELET D, AV VAR tid 2ERFT 2D UAT F V)~ 7 4 id tid 2ERE S, "—Fo 72
ANEHATNANLF VYT A% FEBTEIEENTES,

11.2 HBALIYRIRAF
SLMEDOHAELYAR (0,1, ... ,30) L 1 DOFBELVVAX ($31) 1267405, ThZThOHEL VA RITIX
e Full/Empty (F/E) bit (1bit)
e Exclusive / Producer-Consumer (E/P) bit (1bit)
e Barrier bit (1bit)

e Thread ID (32bit)

WEIDYToN, TOHELV VA XDHMN 2RO AL v N EHMOREPRIFEI NS,

Full/Empty bit EZ DL YA KT Y 20> TWENE S hERU, il 2bit EhrhoTndEy 70
REZRT.

11.3 M F U744 LT R¥

1024 [HDAL F VLT T LY RK (0, 1, ..., 1023) 2575,
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11.4 [REHGS

HEVIYAZZZROG T EZHNTT 7 2 AFRETH 5.

e RGPSH, RFPSH rt, ss
Read Shared 143, 1s (2 GPR (FPR) %, ss (CNRELDILFELV I A X Z2HRET 5.
WHEDOIA LY AXD F/E bit 73 Empty O & I 5. AR e s imGL VA4 5 GPR (FPR)
IZHEZRAD.

o WGPSH, WFPSH rt, sd
Write Shared @43, rs (2 GPR (FPR) %, sd IZNRELRDZHLE VI AR EZIBEET 5.
FROIATL Y Z LD F/E bit 45 Empty O ¥ F 2T 5. $% e 753841 Y2412 GPR (FPR)
N"oEZIRAD.

e RGPEX, RFPEX rt, ss
Read Exclusive 145, 1t {2 GPR (FPR) %, ss IR E LB LGV VAR ZHEET 5.
WHEDIAH LY AXD F/E bit 2° Empty O & EIZHINT 5. AR E T4V V2405 GPR (FPR)
WESAL. JINT2 RO ELIZAXD F/E bit % Full IZL, HHDAL vy N ID 2&FHEAL.

e WGPEX, WFPEX rt, sd
Write Exclusive %, 1t {2 GPR (FPR) %, sd IZXNREBRLZIEFLVIA R 2IRET 5.
HHEOHALVIAZD F/E bit »° Full »DOHSDAL Y R ID BEESRAEFNTVWS L ZITKRINT 5.
MR LepEL VAR GPR (FPR) o &HZRAL. T2 ERROLELV I X XD F/E bit &
Empty (23 %. £BLZE ZI12IX NOP & LTCEITENS.

e GPPR, FPPR rt, sd, tid
Write Producer @4y, 1t (2 GPR (FPR) %, sd IZWRE L2 IELV YA X% tid ICHME S5 25 A
Ly R ID 248E&T 5.
WHROILALV Y ALZD F/E bit % Empty O & ZIZEINT 5. Wi insitHL VAKX GPR (FPR)
NOEBEAL. KT 2L HROIEEL YV AZXD F/E bit % Full 1IZU, tid 28 v 7 &5 ) =5 4o it
HAUVYAZDHERNFZH L L TEZIAD.

e GPCO, FPCO rt, ss, tid
Read Consumer @43, 1t {2 GPR (FPR) %, ss (X & 225G L YA X%, tid IZ GPPR (FPPR)
ZFEIGFUEZALVY R ID 2$8ET 5.
HROEELV IV AZD F/E bit ° Full 2 2HSOAL Y R ID BREERFNTVWD L ZITKRINT 5.
WRETLHIEHEL I A 256 GPR (FPR) IZEZRAL. B d 2 e N{OHEHELV I AXD F/E bit %
Empty (29 %. fiFO5ME2HEZLTWARVWE ZIZIENOP & LTEITINS.

e BAR rt, sd
Barrier 4y, 1t WCEIEBEZHFDOALV Y FE¥E, sd IZfHTAEL VAR ZIEET 5.
WD TEITEINGE, AROLEL I AZOfE% Full 12U, F/E bit 28 Full 12725, 2 [0 H AR I3
ROPEEVIARDIEE A VI ) AVNTHIETIRELZAL Y NBEEFELLRDET, ALY %
AR=T 5 FFELEZALY RBEFELLRDE, TRTOALY NOA M= VAfERL. F/E bit
% Empty 129 5.

e PBAR sd
Pre Barrier fii4y. sd (ZHHARHIEI AN 7TERAICHERAT LGV VAR ZIBET 5.
HEVIYAX 31120 M OEEEEIAA, PBAR 2Ff7 LAV Y RIEFa v T F A M vy v allR
WXNTWTH, BAR AP EELZHEL VAR EAWTITONZERIZ BAR 247> 7@ & swap
INBZIETAVTFAINF Y VabEOAMBPINSG LSk 5.
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HEVIART 7 A DEITRMAEZR 111 ITRT.

Table 11.1: AL IR X T 7 ¥ ZADEFFEM:

iyl FAT 5 174 R
F/E | E/P | bar | F/E | E/P | bar
EX_READ E X X F E 0
EX_WRITE | F E 0 E X x | THID —%(, LA Tlk NOP
CONREAD | F P 0 E X X K4 THID & —%
PRO_WRITE | E X X F P 0
SH_READ E X X E b'e b'e
SH_-WRITE E X X E X X
BARRIER E X X F X 1 BANZEIE Uz d s
F x 1 F x 1 NY TS
E X 0 N TR

ARG DB IZIZT Yy ROy 20RO D12, NEROAL Y RONA T4 D4 &4 TR
U, 7z F%2IEHBHIETAM—LIEET. HROLVIYZAZOT Y 7 HFKE NS (CON_READ Tid#
ZIAAMNE I Z) LA M —UDMRREH, BUOFEITINET.

72, AMGEORBEHIZIROAL Y RID 2R, ZTOAL Yy RBRAVTHFAMNF vy ¥ aAIGREI N
TWVWBGEIERAMaaEZ BB LEZA LYy REANZ £7.

o NEDILFL I AR IZu Y 7> TWBIES
Oy 7 EEELTVWBE ALY R

e Read Consumer MG AMENEE AT NTH S TEWML 254
Read Consumer i CHET HHFAL v R

Frz, NV TR EOMOEFEAL Yy REFDOHAICIE, AU 7Taa%2FETd57V—7TDAV Y K
EHFHNRET. ZOB, TOALVY RBRETAIN—T%2HBET S5 LT PBARGHLH D 3. PBAR
WEENY TIHHTALBL YV AZ2BELET. NI THLOAL Y RIFBEEMFHLTWAILEL VAR
ZFLHEUMEEZ PBAR T E CHREINAZALVY RPAVTFFA N yy Y aNIZH B 00N, FET 54
EDE ANBZ 9.

ZORMGEEBEDO AL Yy FYIBZABEEZEAEL Y 2X 031 BIZ0UNDEEZEZ AL Z & THRIZ R
D 9. default TIIERMbLI TV T

NAF VT T4 LI RARIZBROGHEZHNTT 2 AAETH 5.

e SEMLOCK, rt, ss
Semaphore Lock fii43. 1t iZ GPR %, ss ICHRERDBNAF VI T A VI AR EZR/ETS. 0y IO
FELRIZAIN T 22 1 2B L, RIMUZEERNRONA F VY74 LIV RAZXOB Y ZHRRINS £ T
ALy FOFEITEFIET 5.

e SEMREL, rt, ss
Semaphore Release 43, 1t (2 GPR %, ss IZNREBREINAF VI T VI AR E{ETS. vy
DRI 2 & 1 2B U, KU 256 0 2KT.

e SEMTRY, rt, ss
Semaphore Try 45, 1t 12 GPR %, ss LR EIRBINAF VLY T+ VI AREZIRET 5. ss THE
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LN F )Y T4 LI ARDOO Y 7 2HBTE. 0y 2 ORI LSS 1 2R, LU 7285
HBlZ0%E2EKRT. BBMUEEETEAL Y R FETULT 5.
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IPC Control Mechanism

12.1 Abstract

Stabilize the number of executed instructions of each thread per unit time (control period) by using IPC
(Instructions Per Clockeycle) control. Feed Forward control or PID control can be selected as IPC control
scheme. By configuring parameters properly, PID control can stabilize throughput more than Feed Forward

control.

12.2 Configurable Parameters
Configurable parameters are shown below.
e Proportional gain, integral gain, derivative gain of PID control (see also section7.1.40).
e Enable/Disable IPC control (see also section7.1.41).
e The number of instructions which will be executed during control period (see also section7.1.41).
Also, to use IPC control, you should configure the register below.

e Clock number of control period (see also section7.1.6).

12.3 Usage

In this IPC control mechanism, the number of instructions configured by Target IPC Register are executed
in each control period configured by Compare Register. If the value of Target IPC Register is higher than
the number of actual executed instructions, IPC control will not work. If the number of actual executed
instructions exceed the configured number, instruction fetch of the thread is stalled until next IPC control
period begins. The limit number of instructions calculated in control period is stored in Fetch Bound
Register (see also section7.1.42).

The procedure of using IPC control is shown below.

1. Start a thread.
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2. Configure a cache, MMU if necessary.

3. If you use PID control, set PID gain (PID Parameter Register).

4. Enabling IPC control by setting Target IPC Register.

5. Configure a control period (unit: clocks) by setting Compare Register.

6. Start timer by setting Status Register.

In this IPC control mechanism, longer the control period, higher the stability of thread speed. Also, if

the number of instructions are too many, IPC control can not work. Please take care.

12.4 Program Example

This is a program example of the procedure described in section12.3, step 3 to 5. mtc0 instructions is

used to write to control registers.

/// Preprocessor macro examples ///

/[ Fkkkk
* Status Register
* Status Register Address: 0x00-0x07

*kkkkk /
#define RMT_TH_STATUS(x) (0x00+(x))
#define RMT_TH_STATUS_PE 0x00800000 // Timer Start
#define RMT_TH_STATUS_TM 0x01000000 // Period
/ *kkkk

* Compare Register
* Compare Register Address: 0x28-0x2f

*kkkkk /

#define RMT_TH_PERIOD(x) (0x28+(x))

/KK
* Target IPC Register
* IPC Control Register Address: 0xd0-0xd7

*okokokok /
#define RMT_TH_TARGET_IPC(x) (0xdO+(x)) // xth thread’s target IPC
#define RMT_IPC_PID_MODE 0x80000000 // Enable IPC control by PID
#define RMT_IPC_FF_MODE 0xA0000000 // Enable IPC control by Feed Forward
/[ Fokkokk

* PID Parameter Register

* Configurations of 2 threads are on single register.

*kokkkk /
#define RMT_PID_PARAMO1 Oxcc // PID Param Register (Thread 0,1)
#define RMT_PID_PARAM23 Oxcd // PID Param Register (Thread 2,3)

#define RMT_PID_PARAM45 Oxce // PID Param Register (Thread 4,5)
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#define RMT_PID_PARAM6E7 Oxcft // PID Param Register (Thread 6,7)
#define RMT_PID_ENABLE_0DD 0x80000000 // Setting PID gain of odd thread
#define RMT_PID_ENABLE_EVEN 0x00008000 // Setting PID gain of even thread
#define RMT_PID_K_DERI_EVEN(x) (x<<0) // Kd of even thread
#define RMT_PID_K_INTE_EVEN(x) (x<<5) // Ki of even thread

#define RMT_PID_K_PROP_EVEN(x) (x<<10) // Kp of even thread
#define RMT_PID_K_DERI_0ODD(x) (x<<16) // Kd of odd thread
#define RMT_PID_K_INTE_0ODD(x) (x<<21) // Ki of odd thread
#define RMT_PID_K_PROP_ODD(x)  (x<<26) // Xp of odd thread

/ kKR

* Configurations of IPC control period, instruction numbers.

*okokokok /
#define PERIOD_TH1 10000 // Set control period of thread 1 to 10,000
#define PERIOD_TH2 20000 // Set control period of thread 2 to 20,000

#define TARGET_IPC_TH1 4000 // Set target IPC of thread 1 to 0.4 (4,000/10,000)
#define TARGET_IPC_TH2 6000 // Set target IPC of thread 2 to 0.3 (6,000/20,000)

/[ *xkkkk
* Example: IPC control on thread 1 using PID
* Target IPC: 0.4, IPC control period: 10,000 clockcycles
* Kp: 0.5, Ki: 0.125, Kd: 0.25
*okokokkok /
// Set PID parameters of thread 1
mtcO(( RMT_PID_ENABLE_ODD | RMT_PID_K_PROP_0ODD(0x01) |
RMT_PID_K_INTE_0DD(0x04) |RMT_PID_K_DERI_0DD(0x02) ),
RMT_PID_PARAMO1 );
// Enable IPC control
mtcO(( RMT_IPC_PID_MODE + TARGET_IPC_TH1 ), RMT_TH_TARGET_IPC(1) );
// Set control period of thread 1
mtcO( PERIOD_TH1, RMT_TH_PERIOD(1) );
// Start a timer
mtcO( ( RMT_TH_STATUS_PE | RMT_TH_STATUS_TM ), RMT_TH_STATUS(1) );

/[ kkkokokk
* Example: IPC control on thread 2 using FF
* Target IPC: 0.3, IPC control period: 20,000 clockcycles
*okokokkok /
// Enable IPC control
mtcO(( RMT_FF_PID_MODE + TARGET_IPC_TH2 ), RMT_TH_TARGET_IPC(2) );
// Set control period of thread 2
mtcO( PERIOD_TH2, RMT_TH_PERIOD(2) );
// Start a timer
mtcO( ( RMT_TH_STATUS_PE | RMT_TH_STATUS_TM ), RMT_TH_STATUS(2) );
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13.1 #HE

RMT Processor @ Vector Unit ® 70 v 7 [X%[X 13.1 (239 . Vector Integer Unit, Vector Floating Point
Unit FIZKEL 3 DDH 5K 5.

from Reservation Station

Y
Vector Control Status
Unit Vector Register
Compound
Instruction Vector Register
Buffer Controller
A
Vector Execution Vector Vector Execution
Unit 0 > Register Unit Unit 1
Execution “ _Sca'a’ Register Execution
Controller Controller
|| Vector Register
[ [ [
v v v
to Common Data Bus to Memory Unit to Common Data Bus

Figure 13.1: Vector Unit ® 7@ v &

e Vector Control Unit
HE =y b ORI, mERfTEIT, %89 5 Vector Register DE D 4T, #4175, Vector Length,
Mask Bit 72 £ D Vector Unit IZ & 2 HEIZHELGHIHIERZ EHT 5.

o Vector Register Unit

R MVEHAEZTI OOV VAR ERD., ZDOL Y ARIE Vector Execution Unit & D#EEHEHR— b D
112 Memory Unit & OEEFiAR— s Z2K5H, Memory & DF — RIEREMNTHNS. RMT Processor &
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512fHD LV VAR ZHiD.

e Vector Execution Unit

Vector Register Unit 7527 MVERZIO H L, N7 MVEEZITWV, §#5H8 % Vector Register Unit
IZHENT 5.

13.1.1 Vector Execution Unit

Vector Execution Unit ® 710w 7 %X 13.2 IZR7.

Op, Reg. ID, Immediate Op, Reg. ID, Immediate
Reg. ID Reg. ID
Execution Controller g Execution Controller )
| Data | Data
a a v ] vl
VINT VINT| | DIV | | VFP L VFP | | FDIV
YV vyyy Reg. D, Py Vb Reg. D,
Accumulator MUX | Datg, Shifter MUX | Datg
. ) ) . VINT: | Unit
Vector Integer Unit Vector Floating Point Uni DIV: DiCi%%err n
| :
MUX: Multiplexer
to CDB . to CDB | VFP: Floating Point Unit
(a) Vector Integer Unit (b) Vector Floating Point Unit FDIV: Floating Point Divider
CDB: Common Data Bus

Figure 13.2: Vector Execution Unit ® 7’1 v 2

Execution Controller 1% Vector Register Unit 7* & SRR 27 MLT—XZHD Hi L, Vector Integer (
Floating Point ) Unit ~Ni%5.

RMT Processor TlE~R 27 MVEEMEREZ A £ X ¥ 572812, Vector Integer Unit (X 8 2, Vector Floating
Point Unit 13 4 DOHERZFED. TNENOHBERINT T I71 b3, 170y 2121 DOHHEZ A
9 5.

=) O B FABE HMEW 728, RMT Processor Tl Vector Divide Unit % 2 D3 % Vector Execution Unit
DS H D DHIRAEFEE Z R,

13.1.2 @H7+—<v h

RY MVEHEMSD 74—y MER-Type ZHR U726 D% HWA. Opecode 7 1 —JV RiZl& Vector Integer
4 2 011110 (Word), 0x110110 (Paired HalfWord), 111110 (Quad Byte), Vector Floating Point A7 4y
FHIZ 011111 (Double / Single), 111111 (Paired Single) % i\ 5. [ 13.3 IZX7 MVEHBEMHED 7 +—< v
k&R

rs, 1t 7 4 =)V R T FVEHE D Source Register, rd 7 1 —JV N iX Destination Register Z 89 5.
function 7 1 — )V NIZIEN 7 MVEB O ZEE T 5. subfunc 7 « —)L N IR MVEHEGSIZ L D H&
MNELY, RZ MV - AHFEAETTDBIZHWV S scalar bit R LA I12 B W THIRSGMA %2 8E€ T % cond
bit, 4 DNEFHIH%Z1T S sync bit BEFENS.
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31 26 25 21 20 16 15 1110 65 0
[ o110 | rs [ rd subfunc | function
VINT
(a) Vector Integer Instruction Format
31 26 25 2120 16 15 1110 65 0
011111 | rs | rt rd subfunc function
VFP

(b) Vector Floating Point Instruction Format

Figure 13.3: X7 MUVEBEGF 74—~ v b

13.2 NJMILLPRS

RMTP TIE512 T FYDRT VL VAR ZEHAL Y RTHAELTWS. £AL Y i Reserve i
EFHWSZETHREIZGLTI2Z8 T MY, 256 T2 RV, 512V h Y, OWITNHDEEZEHRL THHAT
5. MERT DBUCIEN 134 D &SI, RZ MV LIAXE 4 DDFEBIZHY, HELZZY M)IZEU
FEHEDEI DM T oD, AHTVLIYRARE TV N EEGUTHEAL, MIELEZRT MLVLIARIZGD
V2ARTVIAZDBE DL TS5NDG, [FHHLEIL Release H 2 FAWT LV VAR EMRT S LT, DA
Ly RTHEMHTES L5174 5.

A A
128entry
384 } 256entry
128entry
256 ] ] 512entry
128entry tSentry
16entry
128 } 256entry IBentry 32entry
tsentry
128entry 16entry
tSentry
0 \ y
Vector Register Scalar Register

Figure 13.4: RZ MV L I ARDY A X

F7, HRULIZRT MV IZRREH SN UDRESI NIRRT MILEIZGEUTHEHIEINS., X7 MVEILS,
16, 32, 64 DHFNPSEINT S, ZORT MVERBELZZ Y MYEBIZ & > GERESRZEHZEDH L. RMTP
TEREES VA X OMEBEIZN 135 DB HTH 3.
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i

16length
16 ISIength ‘N

(a) Register Configuration of 128 Entry

32length

i

J

16length
32 18'9”9"‘ 16 &

(b) Register Configuration of 256 Entry

64length
32length
16length -'-__
32 N 8\

(c) Register Configuration of 512 Entry

W

Figure 13.5: RZ bV L ¥ A X DR
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o (a)128 TV kY
— RIZPMVESx VLYAX 3210
— R PMVE16x VY AR 16 i
e (b)256 T kY
— RIZPMVESx LYAX 3210

— RZ PMVE16x VY AX 16 1
— NI MV 32x LYAX 8

e (¢)512 > kY
— RZPMVE16x VY AX 32 1

— NI PMVE32x VY AX 16 1
- N7 PIVE6x VLYAX 1A

ZDOMIIRI NV VAR EERT ABRICE—R2EETHI L THRETS. - FiEE 13.1 odhs

HIRT 5.

Table 13.1: Vector Register Mode D57E

(128 Entry)
8 length x 16
16 length x 8

0x4
0x5

(256 Entry)
8 length x 32
16 length x 16
32 length x 8

0x8
0x9
0xA

(512 Entry)
16 length x 32
32 length x 16
64 length x 8

0xD
OxE
oxF

13.3 RAT—9ALIR%

RMTP T, ALY FTLIZR 132 DI BAT—RAV Y AR %ZFED. Status Register (X727 b+ )L
HEZITD - OICBERIFHRE S ALV Yy T EIR KT 5. Status Register ~ND T 7 ¥ A& vimfe, vimfe (i
HiAA), vimte, vimte(F EIAA) fwE HWTITS.
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Table 13.2: Vector Status Register

Address | Name Description

0x00 | Mask (Low) RZMVUYARDOESHZ (FA) ICHEL, 123 THIIT&D
HEEZSY A5, YAZI3K MY 231 HHOEE, &AL
'y 32 BHHDOERIZNILT 5.
0x01 (Int) | Mask (High) R MVVYAROESE (EA) IZIGEL, 12 THIEIZX D
HEIXAVT D, YAZIEEFIEY b33 BHODOEHE, & EAL
'y MY 64 FHOERICHILT 5.
0x01 (FP) | Rouding Mode | ZE/NESDHMOE— FZ2$EFET S (0: Round to Nearest, 1:
Round to 0, 2: Round to + , 3: Round to - )

0x02 | Length HEZITONRT VR (FBRICEET 5013~ MVE - 1) 218%E
ERS
0x03 | Stride Load / Store FiD7 RV ADA N1 REEET S, EEICIILHE

EZOMFEEZ T — FETIEET 5. 0 2BE LG40 L =&
MORT MVEZEZHAAD., 1 28E€T5L 17— KB EIZESE
FAAL.
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13.4 {ERH

B 13.6 IZA T DEMETOEBOHEED 71075 LAl RT.

o NI FIVE 32x8 HDE— N &

e $8, $9, IZT — X DT N L A % K&ifhHE A

addiu
lui
addiu
virsv
mtcl
vimtc
mtcl
vimtc
vild
vild
add.v

== Vector Execution ==

visd

virls

$12,
$11,
$11,
$13,
$11,
$2,
$0,
$3,
$0,
$1,
$2,

vector float % {# i

stride (Zff/H L 22w

$0,
$O)

0x000A
0x0001

$11, ox1111

$12
$£0
$£0
$£0
$£0
$8

$9

$0,

$2,
$10

13.5 EEHEEHE

ARRT MVEHESRTIE, 2P EEGEEGTZERL, H#EHEETGY 1 9 CERINEAHEES
FERNIET D Z L2 LD Vector Unit D fIRZ [ EXE5. EHEHB X Vector Control Unit ® Compound
Instruction Controller @ Compound Instruction Buffer iZZ€# 3 4. Compound Instruction Buffer {&~X
I RNV IARPAA T VI AREFAU K DIT4DIZHEL, HELZRT ML YRR LE UHEEE S
&£ 2129 %. Compund Instruction Buffer &% 32 T2 M) TH 3728, NI MLV L VAR % 128 L L
=56, HTE2 Y MYEIL S, 256 EMELRL 72856 1E, TS 2 MY BIX 16 18, 512 EHELE
UBGEIEFEHTE2 Y MU 2 5.

13.7 1Z Compound Instruction Buffer D 7 + —~< v k2R

$1

$10

H H OH O OH OH OH OH

#*

$10 (ZEHRAE IR Z 8IS B JGEHD T R L A & KRBT A

256 Entry ( 32 length x 8 ) Mode

length (32 - 1)

Reserve Instruction
store length to FPRO
set length

store stride(0) to FPRO
set stride

load from $8

load from $9

add vregO, vregl

store to $10

Release Instruction

Figure 13.6: X2 NVEBRD 71275 L

PANPAN
AR T
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31 30 29 28 23 22 17 16 11 10 0
| N [svp] Rd Rt Rs Op

Figure 13.7: Compound Instruction Buffer ® 7 x# —< v k

—DODITY M)IZ—DDMFEEHL, TNEERAEDELZLIZLVEAHEEGS%2TEHT 5. Next(N)
bit (FIRDZ Y b VIZEEMEIHL T L E2RT. HEMTOREDM I Next Bit 2 0129 5. Next Bit
ZOILTHAGMDTEZXYSZ LIk, HROEAMBEERT LI LENTES.

SIMD 7« —)L RiZiX SIMD #EZ1T5HBADOE Y MEZIEET 5. BEGEHE DL S, 0x0 T 32bit #HE
(SIMD #H# & 47 72\), 0x1 T 16bit x 2 HH, 0x2 T 8bit x 4 HHE 2175, FE/NMUUEE DL E, 0x0
THlH QA (SIMD #HE % ThH7R\), 0x1 T 32bit x 2 HE 247,

Rs, Rt I3V —AL I AKX, RAWBTAT A2 —2arv LYV ARXEEETS. LIAZDEEIIUTOEY T
H5.

5 4 0
V] D

Figure 13.8: LY A X DIFE

RPNV VVAREMATLGE, VEY b2 12§56, AATFVVARZHMNTLEE, VEY b2 0IC
T5. IDIZIMFATALVIAZDID 248E7 5. 13.5 THEE LM K->TID OFTES by
MEDRET . HlZ1E Slength x 16 HDORELTIXID D> B T4y bWERNE 75, 16length x 32
DERTIXID D5y hAERIE R 5.

LRI SIS 1s, 1t, rd IZIRIZENRS VIECI, VFECI fiy CIfeE S N/zrs, 11, td DA 7w MEE
LTHWwsNS., #ilZIE VIECI 45D rs % 1 T Compound Instruction Buffer @ rs @ ID %8 3 D54, FEER
WZHEI NS Register ID X1 +3D 4 &5,

operation IZIZHBE 2T 5 M2 EET 5. UNIZEBHEDOHBED 74—~ Y M 2RT.

109 87 4 3 0
lacc|s| suBorp OP

Figure 13.9: Operation ® 7 * —< v © (REEHEA)

OP IZIZ R 2fEET 5.

e NOP (0x0)
(GRS o2 NN

e AND (0x1)
MBI 2GS 5.
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e OR (0x2)
MM AT 5. 6 €y FH (SUBOP) % 11295 NOR ARV —Ya v kb,

e XOR (0x3)
Het Y GREER % 5H T 5.
o ADD (0x4)
E+%. 6y NH (SUBOP) %2 11232 L5,

e MULT (0x5)
FHTS. 4y MH (SUBOP) 2 1IZ3 225 LEFAE LS. 6y FH (SUBOP) % 1129 %
L IEBEAE R (64bit o) @ AL 32 By M EIKT.

e SHIFT (0x6)
VT MERZITS. 4y MH (SUBOP) B0 DLAEIREY 7 b, 1DGERAY T FEH5. 6y b
H (SUB OP) 7' 1 D& IHEMY 7 b &5, 5y MH (SUB OP) ' 1 DHAIEY 7 hTidza—
Fovaviis.

e COMPARE (0x7)
AR 2175, 4y MH (SUB OP) 7' 1 OG&EIIAXRT Y FE2FESHUBEE LTHS. 5-TEY
~H (SUB OP) THIBGMZEET 5. HWBSEMAIE 0x0: #iTH, 0x1: =, 0x2: >=, 0x3: >, Ox4:
IZH, 0x5: #, 0x6: <, 0x7: <= &7 5.

e THROUGH (0x8)
rs DA% KT,

e MADD (0x9)
Multiply and ADD #& %#475. 6 €'v FH (SUB OP) »* 1 O EWHE L 42 5.

e DIV (0xf)

PREEAZ4T5. 4w FH (SUB OP) ' 1 D¥#, HEFSHL L THKS. 6y FH (SUB OP) A% 1
DG, BRER L35,

Sty 2111295, SIMDEAEDEZEIZANZEREITS. FIZIX 8bit x 4THEDEE, Sy ME 1
232t DML 8bit ZE2TDT 4 — )L RT3,
ACC 74—V RIZ0x2 2F8ET 5L, {EXRI MVEROEHBMERZMET 5. Z0HE, RAGASIIV

VAREIGET DHEND 5.
URICRE/NREBEDBED 7 + —< v N &RT.
109 8 7 6 3 2 0
| - |s|p| suBor | opr |
Figure 13.10: Operation ® 7 # —~< v b (FFE/NBUSHEHE)

OP IZIZBA N2 HRET 5.
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e NOP (0x0)
il H 177\,

e THROUGH (0x1)

rs DfE%ZRS. 3y hH (SUBOP) & 1129 % &5 KIEZE 725, 4¥y FH (SUBOP) 2 112§
% LA E KD 5.

e ADD (0x2)
ME$ 5. 4y bH (SUBOP) % 1195 LA LR 5.

e MULT (0x3)
RIS,

o CONVERT (0x4)

TA—=<v NEWEFTS. 43y NH (SUB OP) TEMBO 7+ —< v NEEET 5. 0x0: HHE,
Ox1: fEKERE, Ox2: BEAZHZITS. 6 ¥y PEAW 1 DAY —AART VU RE2EBEL LTS,

e COMPARE (0x5)

tigz475. 5-3 ¥y hbH (SUB OP) THESMF 2 HEE T S, 0x0: False, 0x1: Unorderd, 0x2: Equal,
0x3: Unorderd or Equal, 0x4: Ordered or Less Than, 0x5: Unordered or Less Than, 0x6: Ordered
or Less Than or Equal, 0x7: Unorderded or Less Than or Equal.

e MADD (0x6)
Multiply and Add {5 2475. 4 € bH (SUB OP) % 1 DEARAE L2 5.

e DIV (0x7)
BREZEITS.

Dbty F2 105G, AXRT Y REMHBELLUTHES. DEY bR 0DHE, ATV REHMELLT
.

SEy b% 11295, SIMD HEDGHIZA N FHEEITS. HIZIX 32bit x 2HEDEE, Sy b2
1129 25% vt OFAL32bit ZRTDOT7 4 — )V RTHEHTS.

AHEE M VIDCI, VFDCI 45 % i\ T Compound Instruction Buffer IZE#% 9 5. % L T VIECI,
VFECI @3z & W EEMADEALZMGT 5. ThZTho@ma 7 +—< v M&K 13.11 2R 7.

BEFEHAERM AT s IZX 137 1572 T =R WA VY AR EREL, rd KT % Compound
Instruction Buffer @ ID 2{8E$ 5. HAMEFEIT@ A TIE s, rt IZ Source Register, rd IZ Destination
Register Z#8% L, no 125472 B#A3 % Compound Instruction Buffer DA E % fEE T 5.

EHEZTOEIRITEINS &, Compound Instruction Controller 1& Compound Instruction Buffer %*
SnolZffEI NV M) O EiAH L, Register ID D% 1T > TH* 5 Vector Execution Unit it
AU EET. FiAH U7z D Next Bit 2 /T 1 537> TW7z 5 Compound Instruction Buffer @
WROTY M) omakiAH UERZRITS. Next Bit 025X I CEHAHAEZKRTL, ROGa%
ZTAT 5.

B 13.12 IZEAHAEG R OB Z RS, HITIEZy VD05 1 TR PVONMEE LZBANT VYA
ADMETHEZIT> TS, £/2226 9 THOEGHERMS L LT, X7 M AERGHEZERELTVWDS. &
AHEFEITM T TnolZ 0 ZBETH LRI VOB L EZFEITL, 2 2 ET DS L NT MVE#G T %
FEi19 5.
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VIDCI (Vector Integer Define Compound Instruction)

31 26 25 2120 16 15 1110 65 0

[ ot1110 | rs 00000 [ rd | 00000 101110
VINT VIDCI

VIECI (Vector Integer Execute Compound Instruction)

31 26 25 2120 16 15 1110 65 0

[ o11110 | s rt | rd | no | 101111
VINT VIECI

VFDCI (Vector Floating Point Define Compound Instruction)

31 26 25 2120 16 15 1110 65 0

[ ot1111 | rs 00000 rd | oooo0 [ 101110
VFP VFDCI

VFECI (Vector Floating Point Execute Compound Instruction)

31 26 25 2120 16 15 1110 65 0

[ o11111 | rs rt rd | no | 101111
VFP VFECI

Figure 13.11: H&BEAEMTDO 7 A —< v b

Next Rd Rt Rs Operation
0|1 VO VO VO VADD
1]0 Vi1 SO V1 VCMP
2(1 S0 VO VO VMAC
31 S1 V1 V1 VMAC
411 S2 V2 V2 VMAC
51 S3 V3 V3 VMAC
6|1 S4 V4 V4 VMAC
71 S5 V5 V5 VMAC
8|1 S6 V6 V6 VMAC
9(0 S7 V7 V7 VMAC

Figure 13.12: #& 1 H O & Zl
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14

Responsive Link

14.1 #HE

Responsive Link 1%, SfEORy &, HEEH, I b, F—L5L4—bMA—= 3 VEDORE L OHEHIHEZSE
B BT DIZBEIN— R TR A LG, RO, B, EREDOILVFAT AT T —RER|OPIURET
B DITMETRY T N TR A LBEOH %2 FRHIAREIZ S 2 K S IC&EI&1T>TWa. BT, VT LA
A LD EFOE FOHTRERE ST, N7y FOBVWEUEEELZERHL TWA.

Responsive Link 13T ) TV R4 LBEEEHT 572012,

o JBENT Y MTEESEEEMNT, @mWELREORBENT Y M IMRWNELEOBE Ty b EEFE ) — N
ITEWEEL

o N—RUTINERALEE (TR 27) &VYTMITNEALEGE (AXVN) VD) O

o RXHUAY bT—=2T7 RLVA GEEIRT RVAKRBRERT NUR) 2RD@EENT Y b ORI % B
FEIZ K > THIORIRIZEHE T D T &1T & o THAHRIFRX T []#& % 5% 1 EIFHELE(E %

o HIENT Y NDEREREE ) — NEIMNIIBEXMREICT 5 Z 212k > TRy b OInjE 2 4 s i
Tl

e N—RYZTIZLB 7V —LBADTT—FTIE

WD FEEMAGDE S ZIT& 0T, SEEEMZ AW TREE D D8 TR O/ WERRDLEE 2 581
5. 61T,

o JB{5HE &2 BT A H Al RE
e hARBY—TY —,
e Hot-Plugé&Play

FORRA e 2 EBT 5.
Responsive Link 1% EN TIEEHRILIEF 2304 7HE4E (IPSJ-TS 2003:0006) & U CTHEE¥EL TN TH D, EHEEH
IZIX T ISO/IEC JTC1 SC25 WG4 IZ B W THEHE(LEED TN T W 5.
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14.2  Responsive LinkMDA V% 7 T —2R

VI M) TINERALEE (BAF, BIZTF—XEIER) OF—&% 4 X (HHRT—X, SET—2%) Ik
{, TRZHLUTA=RY TIVRA L5EEF (AT, BIZARY FEER) OF =231 X (flffa<> R, HE
WIES55) FIEFITNI V. o T, FERED 1 RMDOBEFIE TR TOEEZ21TD HIETIE, FRITEFTAN
EBET—REULT, REDT—XX7 v e, T OTHRTEDHEBHE) TIVE A LHIHARIZIZIERIC
HERARY DXy MOE—FEEHO ATy b UTHEET S, T—XReARY N2, EINH DG
FRZ 50 U TR ENTBE 2T R R TIEA XY MEZEDORRHIBIEEIZNT Y R TERVWDT, N—RY7
NWEA LY AT LIEBRETHLEEFEZONS.

7, BEROEYV2—IVTOLDDBEF ¥V EIETEIV TINATIE, BERHIMAEDEY 2—ILH
WETEDC K > TNV RIEDEINIZZL LRI 2 NN Y R T2 Z e DWREETH D, EREEE HIz< V.

X5, UTLRALBEEIZBIAMN—FAF7E 0T, V7 M) TIVRA LBEIZEIINVZRR< LT
AT AT T—XDBEFIZHNSON, N—RKUTIEALBBEREICHBEZEZHNSNEDT,

o VI NUTILARA L Ny RGBT =
ZN—Tw N ETELET BTN

o« N—RUTNAAL : LAY VIR =
VAT oY% TEBRT/NEIL LW

EWVWSHERDDH L. LrLABRBONRT Y M A X2 RKRELTEHLALV—Ty MI@EL AR5 H, ARV TV
VHEEL RS, BTy b AXEBNILTEEULATUVIIELSBRED, A=Ay P KRELRD A
W—"Ty MIMEL 72 5.

it > T, Responsive Link TlX, T—R A VARV NTA VEDHL, D& T1 LV OEGHERES point-
to-point DM AT ) TIVEfEE UTEEISNTWS (M 14.138) . IR, Zhthzs—2) v, 4R
YAV UIEER, T=R) VI TIEATY M A XEBEREENPDOREDIZLTY 7 MY TR A L@fGIH
AL, ARV RNY I TRENAT Y M A XZEREENPDNIDIZLTNAN—= R TR A L#EIHHAT 5.

Responsive Link Connector Responsive Link Cable Responsive Link Connector
(RJ-45) (Enhanced Category 5) (RJ-45)

q Tx Data+ DataLink Tx Data+ 1

2 Tx Data- 2

Rx Data+

Rx Data+

Rx Data-

4 4
Tx Event+

5 Event Link Ix Event+ 5

6 6
Rx Event+ Rx Event+

7 7

Rx Event-

Rx Event-

Figure 14.1: Responsive Link 1 > X 7 = — A
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14.3 Ny hT4—7v k

14.2 12 Responsive Link D37y N7+ —< v M&RT. @ET v ME, ~v XE8, <4 o— R, b
LA ZHMPORERT 5. ~y XERISEBREMD Iy N7 =2 T RLVADRGHEEL, LA Z kg R e A
T—RAAMSHERIN5.

BENTY MIEERT, N—FUTLVEA LBEFEHOARY M) Y707y YA XE16 81 b (R
AHE—=R:8N2NA b)) EINSL, VI RNITARALLEEFEAOT =2 2707y YA X164 31 b (R
40 —FK 5631 ) EREL.

Data Packet Format (64B) Event Packet Format (16B)
Source|Addr. Destination Addr. Source|Addr. Destination Addr.
Payload

Control|& Status

Paylpad

Control |& Status

Control & Status Format (32bits)
0 0 Full Data Length

1 | Dirty0| Dirty1| Dirty2 | Dirty3 | Dirty4 | Dirty5 | Dirty6 | Dirty7

2 | Dirty8| Dirty9 Dirty10|Dirty11|Dirty12|Dirty13|Dirty14Dirty15

3 | Start | End | Int. | Fatal [Correcy Serial Number (Cnt.)

Frame Format (12bits)

b v |

Data|bits

edund%ncy bit#

Figure 14.2: Responsive Link DN N7 +—< v b

X 14.2 DEEST Y FOAY XEIZF LT, M 14.3 1R TEDITERY N7 —27 KU AITEEREZ M4
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%. 256 L X)L (8bit) DBLEEEL, BREIL 0P —FBIEKL, HEVRELRBIZULEN>THEL KRS,

Priority[7-4] Source Address Priority[3-0] Destination Address

O [T TTr  E [PTTTTTTT]]

16 15

Figure 14.3: Responsive Link D~y X7 % —< v b

Responsive Link DE KIS/ — FEL, xv bU—27 FUVARICHIBEI N, BEEZHHELLRWES,
BEERAIZIZ 232 /) — R &b (M 14.3 28). Responsive Link DHE THR L TWAHHE (/ — FEIZ/ —
R7 KL AZE Y 2T, 12bit DIEETLT FL A, 12bit DEELT KL A, 8bit DELEEHNTIL—F «
VI ERITD) DEGEITIE, 212 =4096 / — R &5, 4096 &0 ) — REDPKERY AT LEET I,
REIZT7 NLAZEIDYTS (24bit DX w N7 =27 KL AL 8bit DIBEEEZH VTN —T 1 V27 %1TD)
ZXIZED2*=16M/ —RETOD/ —FEEHKR—-T 5.

14.3.1 EEER (64B) OF—4% /849 v K

VARV TV IDAAL Y FERIIAY PAL—BID AL v FEZFERALTWS., T—2 7y h3EEE
(64byte) T, N7 v MERENMMEINT VS, F—X A7y MITRLVA (V—REFAT 15— 3
V), RAOA—FR, AT —XANSGHEREINS. Iy NALV—BDAA v FDT, HENBESRVED F—
AL/ — FERBELUTEHEINDD, 5/ — NTHEEVPEI > 72561E, BEEOEVN T v FHAMENA
Ty REBWET IR TELLIDIIR>TWVWD, ZOMBEREIZ L > THREE COEFEHE TR EEM
BOVTIVEA LBEEZEHLTWS.

F =Ry ME, 2byte DIXETLT KL R - 2byte DIE[ESET KL A - 56byte D1 @ — K - 4byte Dl
- R8T — X DEF 64byte & DL 5. 4byte Ol - REF—RIILATFD T+ —< v b2 L 5.

UD A-YEHT T ([ERICHETHE
Full R4 B — R 56byte NI RTEMT—XTHHLNTWE L E 1, ThMUAMLO
Data Length RAVD—RFOEHT—2E. 175656 Dffiz s s.
Dirty0-15 N7y hOEDT— K (dbyte) 1T T —DFIET E0%RTEY b, X7y hD
27— NHIZZ T =25 254 Dirtyl D81 25, (N—RNRUu T2y hEhd)
Start ZONRTY IDRAR—=N Ty N THBLEE L, ZTNLAMNIO
End ZONRTY IRV RATY N THhdBEEL, ZNBSTO0
Int ZONRT Y M EZTWMABRICH DIAAZEL B L EX1, TS0
Fatal ZONRT Yy MIBEGRNART S =D FZETHEEF 1, TNMNE0 =Kz Tty bEhd)
Correct ZDONTY NO—FBIZT T —BFEL, ThiBEEINZLE S,
FNLST0 IN—KRozTIzk kY bENB)
Serial Number NIy ROV Y TIVF VN, ZAR—=1WR7y "D 0, DIBEO LS 7T ETEEVIRT.

14.3.2 EBEER (16B) D4R M4y K

AR Ry FEEEE (16byte) T, RfETXT RV A, RELTRLA, R{TE—K, AF—RAN5
MR EN5., ARV MNDGFEE /) — NTHEEVRZVWRD, B —FE2RELTOV—FT1 7 XN bH, HE
MPEUBEIET — X054 L ERIC, BREAIZE TRy FOBWEL 21772 5.
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4byte DHIH - JREETF — X I TFD 74—~ v b2 L 5.

UD A-YEHT 77 (LRICREEE
Full R4 — K 8byte WIRTHEGT—XTHDONTWD L E 1, THUSNZO
Data Length RAIO—ROEHT—LE. 175 8DfHEL 5.
Dirty0-15 NIy FDEDNA MIZ T —PEIETE0ERTEY b Xy hD
2314 FHIZZ I —2H 2551 Dirtyl A1 275, (hN—RNvz7i2&bEy hEh3)
Start ZDONRTY NDRAR—=FMNRNTy N THBEE 1, TOUSLO
End ZONRTY IRV Ry v THBEE 1, THAMLO
Int ZONT Y b EZITWABIZEIDIAAZEL B L EiE 1, ZRUML0
Fatal ZONRTY MIBGIRATS —EET AL 1, TAMMI0 =Rz Ttk kY hENB)
Correct ZONRTY NO—EPIIT T =DFHEL, TNRMBEINEZE ZIT,
ZTNDAE0 N=FRozT7IZ&h ey hENhd)
Serial Number NIy MDY TINF N, AR—=IRXTy bD0, ABEO S 7 £ TZEDIRT.

14.3.3 BEEICE 2BV LIS

BIREEZAWZ ATy FOBWEUMKEZFEHTH7-012, BWBLUANY 7 7 LREAMIGEEEZEL
T2x Y NI =2 AL FEBEHBLU VS, K14.4135 ANSHIT—D2DOANEYZDBVBLUHANY 77
BANRTY N3HBEEXY NT—T ALY FOREERL TS, (FEBIZ RMTP IZFEE I N TS Responsive
Link \ZIE 8 37w " DBWBUHNY 7 7 DFEEINTVS.) M1441280WT, REBEOHTFIEAR— I E
H5ERUTWS., AHER—=F (In0~4) 5 AN EINd@fE 7y ML, @5/ — RCHEELEWES, T0
FEFWHIAR— b (Out0~4) ~NHAOZITS. BRBZANK— Mo AT n@E 7y M2EUETTAR— K
T ERIT RS GE, BENT Y MIHINE N BREIZRE, [RWNEBREOME Ty N EBEVWELU N Y
77 (ERMIIEEVWBI ANy 7 7) O THIIZ2R7ZL, SWEBEEDOEFE Ty &L 8
5. EWEBEEDOWEFE STy b O OBITURNMELEOBE Ty b EBEWVBUANY 7 75 HIE- B
U, BRI S TlE R Ty POBEWEL 21T,

ZORE, REBD AL v F oI, ~Nv REZAEDF — N~y KRR —F 1 > 7 F— T O W % kil
TH72HIZX 14.4 D X 51T 8bit /8T L L (byte HAL) TITD &S IZHKEFFETNTWVWS.

FREDEF ATy DB WBU R EBT B 72OIEENTY POKREILEFELVEWEUHNNY 77 % 8K
ABFR=MINZERLTWD., 512, HABPFZINHRIT TOBRIZ AR ADREIT Ny 7 78 % 51
o GEIT, BOWBUMANY 7 7 ODINE % —IRIIZIREES 2 72 0 ORI AEREERE (DDR SDRAM) % #% 17
LZEMNTELLSITHR->TWVWS.

X145 13X 144 DAY NI =T AL v FOOEDDANHOFHMERLTVWS. X 145128 WT, HE
DEFEHR— P EEEZRLTVA. BEATY FOBWEL ZT5 2012, £F, ASE— b In) »5 AN
INFEEST Y b, ASIEA VX (In-Pointer) THEURINTVWBEWELAAY 770 2 5EW#L
Ny T 73DIBHAHINTVARWENY 7 7IZEERAL. AT Y bOAY ZEFIEIBTETZELEL
BURANY 77 ICEBERAAR, TOZEINEZAY ZETIIKI46 DEI BRIV —TFT 1 V7T =TI ESHEUH
NR— P EBSLBEEEEEE. BoNHNAR-PHEFTEK 1450 Y27 X hu—7 (LO~L4) IZE SR T,
BIZIEL2EY "EMTHNEZT DAy OB FEIFHEAR-—2THB I L 2R,
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\ 8bit
Fifo00 \
no Fifo01
,,,,,,,,,,,,,, Fifo02
: —71 [CFifoos
!
! Fifo10
In1 2 Fifol1
. T [CFife12
H | | [Fifo13
i
i Fifo20
In2 ! Fifo21
1 T [Fifo22
H: | | [CFifo23
N
) Fifo30
In3 ! Fifo31
T 1T [CFifo32
HH | | [Fifo33
i
H Fifo40
Ing ! Fifod1
EEE R ™ [Fifos2
T [ | [Fifoas
i
i
Piiii 32bit
TR
S\B;{\A\M - - YUYy YUYy YUYy YUYy YYYYY
Tabl Routing | [Priorit Priorit Priorit Priorit Priorit
Arbitor VF Avbitor H T‘;lélg19||A?b°i;'o¥o Muxo ||A:'b°i:'o¥1 Muxi ||A:Ib°i:|o¥2 MUX2 ||A:Ib°i:|o¥3 MUX3 ||A:'b°i?o¥4 Mux4 |
m MPU Oout0 Out1 Out2 Out3 Out4
Figure 14.4: Responsive Link D3 N7 — 27 XA v F
sdram-in-flag0 sdram-outflag0 Link Strobe
In === In-Pointer | Overtaking Buffer0 | [Lo]L1]L2]La]L4] Outpointerd ~ Out) =
sdram-in-flag1 sdram-outflagi Priority0 ==
Overtaking Buffer | [LoL1]L2]L3]L4] Outpointerl ~ Outl ==
sdram-in-flag2 sdram-outflag2 Priorityl ==
Overtaking Buffer2 | [LoJLt]L2]L3]L4] Outpointer2  Out2 ==
sdram-in-flag3 sdram-out-flag3 J Priority2 ==
| Overtaking Buffer3 | [LofLt]L2]Ls]g] Outpointerd ~ Out3 ==
Priority3 ==
Outpointerd Out4 ==
Priority4d ==
sdram-outpointer sdram-in—pointer

N/

Backup Memory (SDRAM, etc.)

Figure 14.5: Responsive Link DBWE LNy 7 7

Bl 145 2B VWTLOD S L4 FTOHEBE Y MPEHTHNIEILVFF ¥ A M2EKRL, 2TEMTHNIX
TH—RX¥ A MEE®RT L. ASEOHEAANEH TR — Mg (Out0~O0utd) 122N ZNHANLIZ B WL
Ny 77DV V7 A a—=7%22BL, BHAOR—b DY Y72 su—T0WEHEEGE, HIRE— MMIIE
B X N Y RIS (X 14.4 O Priority ArbitorN) (25F U TS E & Sbic i Bk %2174 5. X 14.5
@ PriorityN (Z[X] 14.4 @ Priority ArbitorN (2t T W5, EBEERERIE, HOERE DD AN FR—
NS T HBGERIEBICHH R G A, HITERPERD 555G 13EREO—FK &SNS DI IFFA]
2525551295, ~HELREORVERPIERD256%, v Ny ARATHENFHT25 2 5.
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WENT Y b DEENRNGER, @f?ﬁff)ofﬁ%O)ﬁiﬁ“@@ EEEEO@E Ty NDGEIE, Ny
BDZAGEN—T 4 7T — T VNSROBEREZRIZES I N 2GS 5. A0SR — MUTIER
Ty hDOREERTERIINRTSY VI A E— 7’5_’ﬂxﬂ L, BCTOY I A a—T RN ho7256%
DNy T 7NETHDB I EEEKRT 5.

#1Z1E, In-pointer VBV L HANY 771 2L TWBEE, ANR—bIn 26 AEI N7y M
EFTAY XEHAIEVEUHANY 7 7112 A .&;%@«/&%nbw—r4/77—7w%m%,U/&x
fa—T e BEER2ES. HIXIE, Ll & L3WERNE 72854, Out-pointerl ¥ Out-pointer3 13312 % D38
WEBLH Ny 771 2351, Outl & Out3 AN I Esk & 4L 2 OB E % £ 2 1 Priorityl & Priority3
T 5. FlIAE, Ow3d 29 W iARE T Hh X, HJIFFA A Priority Arbitor3 72552 515 DT,
EHHIZEWE UMY 77156 Ow3 I 25T 5. 13 O0E, Out3 fIANEWE LAY 77
1OL3%Z2YTE5. £, Owtl TRELICHAFARB D Lol ddL, WHHFAVPFEONEET
Hh gk & SR % Priortyl (B UKElr 5. 22T, Outl ~OHAOREDIREET, FUL Outl ~H AL
T2WEEBRE T Y NRFH I BV U N Y 7 7212 Ao TE 754G, Out-pointerl 1 & D BREEDOEH W
NTY FDA>TWVWBREBWEUHANY 7722183512480, ZOEEBEENTY SO ERCIEBLEZ
Priorityl (28132 &K D127 5. B2 S EE U -EELRE ATy hOR 1L 5 L, iz Outl 2L
ToWNEBSEE Ty R AW A, Out-pointerl ZFHUNEWBIUHNY 771 288 LT, R HI) &k U
£5&95. ZokSiz, FH— %VL@%ET%@@%EﬂﬁvFﬁﬁté%fbé@ﬁ%,%ﬁ@%@%@
Ny MPRBVWEBL TV ZE 2 u]EEICT 5.

B 14512BWT, ENY T 7RDRLBRoTVWERD 1 RIZR->TUE 725G, IROATINT Y MLk
HEFH MR (DDR SDRAM) IZB##Z1TD KD I2moTWad., HAODNEATZENY 77 DO NEL 72D 2
AU EIZ75 &, BEAAMNBELRITGRE#ES N T W ATy 2 BREEEZZRE L TEWELUHANY 7 7I12#
ERTI LIk, HhzEikET 5.

F 7z, BEAMREENRNZE SR, TO/—ROTakwy Y7 a7z U TEIDIAAENT SN
5 E 5125 TV, REASNERES RN D HAE, TRIvYaryay ba— a2 {7oTRT Y b OEHE
EITo720, RELIEEFT — 2 O—KHEILE1T S X5 ICHIEIT 20 HENREZSNDH, TOT0 a3
H &% Responsive Link DFETIZED TRV, ZTNHIE EMO TR IV TIFD 222850 T, EidEl
DiAAZENT BHMEZREAHEICT S LD ITHEI LT WA,

V7 NRA LBEEERTB7-012, BREIZEZ37Y bOBWEBLE ZD LS IZHERTRLARLT
Wk SITEE TS

144 7L —LT7x—<v b

lbyte i, B 14.2 ® Frame Format £ 5 RITREEYY b2 EH7T7 LV —L e LTI Y TIVIEZFEINDS.
HHIE L ~NOViE(E DO i & 2 1.
Data bits 8bit ® 7 — X

Redundancy bits byte ##/Z Redudancy bits (IL%E v M) 2T AEZ LT, CRCEFEEIZERD, Ty
FT2ZELKDLSR L TH byte HIZT T —FTIEAAHE

14.5 W—FT4v7 - T—=7)

Responsive Link OREBEHIENL, K 14.6 1ZRT I N —F 1 75 —7)V (REGHIHEFE) 28ETHZ 8
WZ&o>THD. V=T 41 v F =TI, Responsive Link 3> ba—FNIZEE, TD/—RKOoa—n)L7
Oy NEHEAEETELLIITHR>TVS. ¥ 14.6 i2BWT, Reference EiIZ/ 87 v DAY X L [E—T
H Y, Referent TIZYFENT v MZETBEREZTTS. EEEY NERUDE EY M, ThENZTDTA VD
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ARV M) VIHDBENT —X) VI HOBRENPEZRT. MALBRESINTONIE, WY 2 & B FERD
BRI B, L4 1E, #ido) 72 u—7y b THH, MR-t (EHA) 2B LURT.

V=T AT T—=TIVDOREX (T MNIB) FEERGFTERL L5720, FEFEICRKERDSB AT L%E
METLEIZZBNTUEITWHRELD L. V—T 1 V7T —TIVZAD ESBRWAIER Y AT L&
LRI, B—AV ) =R Tuy b OEEE IRV —T 1 YT =TV EHBEL, Responsive Link
AV MA—=F EDON—FT 4 V7 TF—=T N Fryy a2 UTHWS LSI1I235. 2%, TLB & D MMU
ER=TUF=TNEHWZAE) G ERDERTEZITS L5127 5.

FDEDIT, V=TI TF—=TZey bLBRWIZ Y NURH-BIZE, a—hv ./ —RoTaky
WX U CEI D AARE T B LRI, 387 Y b % — BRI BT OB MR R IR T 5. E DA A
Ehiyon-7ovy i, ERBLEORERN—T A VI TF—=TNEY T I A= LTV M) 2RE
L, DT> b Y% Responsive Link 3> b A —F LDV —F 4 V7 F—=TNVO@EYZT N ATy 7T
5521275, (L DGE, REFHINTWRWEY M) ATy TT52E2 5050, Tk RT-08
DRV KIFETH B.) Responsive Link 2> b a—Ffllix, 1RV NV V22 TF—=R) VvV IFTNETNIZDON
T, LRUZY MY T RLABDPBE EDIZEKEL, RT-OSIZH LT Y bE2EX B X D127 5. TD%, B
BELTWZ Ty hEBWBRLNY 77 ICEHERT I LItk TGV —T « V7 %2 BT 5.

FEOE S EEMIZ XD, KREBADEY TIVRA LY AT APRESETRETH S, 7L, avba—FH
DIV—F 4 VI F—=TVIZREBHPFDBE TR NE, BBEIZN—R Y T XA L2 HMERT 20N
A

F7z, BV TIVRA LY AT LAOBIEDRKRE L BNIERBIFE (DEOIV—FT 1 VI T—=TNVDY 1 XN
KELBNERBIFE) BEOYY RIFKEL AR, VTR A LEORKMKES KELREH, EHETEL
CBELTVAIREZF Yy VaILEE, ZITRVWEDRETEEONV—T 1 V7T =T NIZEL ZED ik
RedZeizkh, HEAVPARETHELEEZOND.

Priority[3-0] Destination Address (16bit)

EE[DE[P7[Pelp5]P4lra]r2lP1]PolPE]L4]La [L2]L1 [Lo
EEIDEJP7 [P6IP5 [P4|P3|P2|P1 [POIPE|L4(L3|L2]L1]LO
EEIDE|P7 [P6JP5 [P4|P3|P2|P1 [POIPE|L4[L3|L2]L1]LO
EEDE|P7 [P6{P5 [P4|P3|P2|P1 [POIPE|L4[L3|L2]L1]LO

4 | —P
Reference Referent

wnh —- o

Priority[7-0] : Priority

EE : Event Enable

DE : Data Enable

PE : Priority exchange Enable
P[7-0] : New Priority

L[4-0] : Output Port Number

Figure 14.6: Responsive Link DNV —F 14 > 7' F—T )b

14.6 /N4y N OHNEE S

Y FNRA DIBIEAT Y R ORI SNED 5155 2 LA TES E5I10T 27012, WBE/ — R AT v b
DEREDHIFEANTES LSILT, MREHNTD Y 7R A LBEOHEEFHL TN,

BEREOMITIEZIL, M46DLV—T4 VI T—TNLEHWEI2IZE>THZD. M14.6128\W\WT, 2V
b7 — 27 KL R RGN —T 1 VT — TN AL H— N EEEIET BB, B & N
FERRVE— K (9 14.6 DELENEE Y | PE AR OBOIHELEIZTOE ETHEA, BRI
FEZ BT R (BREMEC Y b PEAEY) OBa, K- k25 Hd 28I EE (Priority[7-0])
B (PT~PO) KB MR 3. D%0, B/ — FTOMEST v FOBREEANAT Y kO~ K12
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MIENTWBELEETHREI N, TOBEEIIK> TEBWEERIL—F 1 Y IDBREINDEH, IR/ — KB
BTORENT Y FOBEREZEIETLIZENTES. V=T 4 VI T—TLDHREIXY 7 b7 (DY
7»&4Aﬁ&v—%4yﬁyz%A%)Tﬁ&w,w—%«yﬁ(ﬁ%ﬂ@)5%@A—F717?ﬁ&5
£ -oTWVWA.

DNy S OMECERIEEREIC LD, FlxIE, VTIVEALBEDRER LA TV EEHTSI N
7 EHAWT, VTNVEA LBEOHMEEZAGEL TS, U TILXA LEOEEIE STy b AL T IR
NTWT, ZOXT Y FHBMUD Y TV R A LEDE W T Y FOEEDY TR A LMEHELTW 22 L7
5, MEBEMRI RV 7Y ATy NOBEELZ2 FF5Z2i1ck-T, VT VEA LMEORIHZITS> Z &
MTED, HEWE, BB/ —FTTFTYRIAVIABRELTLE-5E, TOBENTYy NOBEEES
BRPDORBETEITEZ L& JFIZAY PARY N TEEEZ EIF2 L8R, REDPSDTFY KI14 v
SAERBSZ DR B,

14.7 BIEEICHE o =R IS HI1E

BB > CHHRKRPEREZER T2, T—R2DOREBOFIHZTHRS> P TEL X1, £< IZJD
2 b =0T RV AZRDBEGENT Y N OREEBIREIZ L > THORKIZHET DI ENTEEL LD
TWb. ZD7=HIz, HARMIZ iz/bv—&Tbvxzﬁ%ﬁ®mfw—r4/77—7w%§%76

BREZC BTN =T VT =TV EERELRITNER SR W ERTHEDT, T74NVML—%
BITDIENTES. z/b7—97bvziﬂbf%éb@%ﬁ#—%?éﬁAbﬁ(W%)ﬁww%fy
TT =TI EIZIEWGE I, RBEREORNMELE 0 DR T 74 )V MK L BB X 51Tk TV,
2% 0,

L 2y b7 =27 KL RAEEREDOM D —BUT LT DR — 5k
2. 2v b7 =27 RV AR 2VELREN KL LWiGa, B0 DR

B, ZIZT, BREODOREILT 74N MR 2D T, @B TRENHBKLTLEbRWVWE S 1TV —
TA VT T—=TNIHTERT DHENDD.

B 14.7 1%, 2T FORMITEIE ) — KDDL L, £LFAURETLH) SRExRITH U TRR D ELE
D@EE/37 v N E2FARHZEE L TOWAIREZRT. B, BEEODAIRY N V7 ORE BT OEE
J = RS D@EENRT Y MBREIUREEZE - TREERICHD XD ITRELTH E, BE 3 OREKITEEITLL
EAZTDBIE 3 DBENRT Yy FUMESRWEIIZEEL THEL Z &2k b, fhodfE/37 v b L EZEI
SRVEARKREZEHTHZ N TE S, Responsive Link \ZIXBEILEIZ X 2B W UMD H 505, EZED
HBLBEBNWELDEDIZEDDF =N~y RBELTLEIDT, ZDLDITEEEZHWT/ ST v b OfffE
NELBVWEHARFRZRETSZ2I2ED, EEIZLA T VY ROV Y ZDBINEI WY TIVLE A AR OER %
AHEL T 5. £z, BRENPRLRIREEEIERET LI IZX>TINF I I 2FEH L, NV NIEZLES
52 HFEIRFICHREE T 5.
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Figure 14.7: Responsive Link DI T#ER

FHEH DAY AT L TIEKI 14.8 D& S BARE 2R 25 EMZ V. K148 ITBWTHIE/ —F0roid@
57— R 5ICEET 215G, BEEODERE/ 7y MIgdEF/ — R 1 i/ — K2 e nws i) —
RERHLU CBEZITRIN, BEE 1 OEE 7y MUBE/ — R 02 oEEEE /) — K5 ~NBE2T7k
STEMNTES. I, HlXIEea—~< /1 FaRy 2R UAZBIC, YHEFEEYa -, BEYa—
W, WEYVa—, HEYVa—- L eHEiELENSDOREEZ T Y TUTEEZRIT> TWD, #EtEIiZES LT
LHEEYVa—IVEIEEYa—VHEOBEL A TV UDBIZEbRWEHBI L 254, BN THEEY 2 —Le
EVa— NV EEEER UEBREAZE R GEET S ZI2L 0, AHITBERE (Z05EIXEMER) o3
ZAREL T 5. ZOKEEIY, EVATLAEEETABICFIITE R 5.



14.8. KL ~)LfE 473

Data (Priority1)

Node5
Destination

Node6 Node7 Node8 Node9 Node10

Figure 14.8: Responsive Link DG AT ARG R

14.8 KL RJLEE

Responsive Link (I3 HIHARTH Z DT, BT TI7—FlIE2THLRITNER SN, TOR, TE5S7
FTI—fTIEICE > TY TARA LIEDHEAEDNARNE SIZT 2 BENDH B,

ZZT, N7y MEALT CRC 2L T J —8TIE%R1T S HETIE, N7y hekzZfELanwe LTI —§
ETERN. ZOHE, "y THBIZVA TV IDRHEAINTWSDT, VTV EA LBEHOTI —FTEE L
TIRIFEFLLRW., 22T, VARV YTV ITIRI Ay 72227V =4 (K142 21) BT T —F]
EZT\W, 17 b —24 (8bit 7 — X +4bit JLEMFH) IZD& 1bit DT I —ThNIX, HETHI L lIiiNn—
Ry =7 CHEVITEZITS LDI12T 5.

14.8.1 CODEC

Responsive Link @ CODEC 1%, 8bit DIFHRYE v M, FDETIEMAD 4bit DITE Y v M4% T A 7= 12bit
17V —Le LU THEEZITS. ACODEC TN A/FEILIE, LT LS Rt s,

1 KEFARAN I v 7R e URE Y MIlZINZ 280 5T ERAL)
2. Bit Stuffing GH#fi L7z 1 DFFEIT 0 ZHiA)
3. NRZI i &1t

UF, EREMIIOVWTHHZTTS.

14.8.2 XEMEBNI VI FS1E

MOTERAG L UT, ERZHAD 24 + 2+ 1 OKEFMN I VY I/HEE2RAT . ZO/FEHTIE, 8bit
T — XD RN (LSB) i 4bit DUEY Y MilZAIIT 5 Z & T, 12bit FO(EE D 1bit DFR D % ZFHITET
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FETBZEEARIZL, X141 IDBEBOOMNEZRETE S, BERFIZIE, s 12bit Oy ML, MSB
flA 5 1bit TOEERITS.

Table 14.1: ¥ R —AL 2 T 5 —DAE

Syndrome | Error Position (4 | Meaning
redundancy bits)

0000 00000000 0000 No error

0001 00000000 0001 Redundancy-bit error
0010 00000000 0010 Redundancy-bit error
0100 00000000 0100 Redundancy-bit error
1000 00000000 1000 Redundancy-bit error
0011 00000001 0000 Obit error

0110 00000010 0000 1bit error

1100 00000100 0000 2bit error

1011 00001000 0000 3bit error

0101 00010000 0000 4bit error

1010 00100000 0000 5bit error

0111 01000000 0000 6bit error

1110 10000000 0000 Tbit error

14.8.3 Bit Stuffing

1A EEEEHTAZLIZE>TEIERIINBE Y VI ADERBDDFER, ZEFOEY NRAPADL
% [m#Ed B 72012, @ET—XHFIZE DOEFE L= 1 BENZIGEITIE, FTOBAIZ0 %2 ATS.

14.8.4 NRZI#&&1E

BALIIZEAE X N B BRIZ NRZI(Non Return to Zero Inverted) fi &bz 17 5. NRZIFF&LIE, 0 2%5%
BTV IDF—RC Y b ERIEEL, 1 2%558IC3T—XEy hOREEZEIO X XHRFT 5.

14.8.5 Ty Ny TNRy—>

BIFRBAELY, PHITERWAN—A MR VIS5 - ¥D%IE, EZEA VX Tz—ABTTI L —14
FEIAE N WVEELH S, D LS RIGE, RN Y200t %475 L5129 5. Bkizik, T
WZRTEY N7y IR = RZEANEET 5.

v N7y 7%= 1000001111110

ZDNRR—=IF, HFEL 7 1DY6 # L EIFEEE U722\ &\ S bit stuffing DFANIK L TWE 728, Whind
WEDOATYy FEBRAIEINS. ZEMTE, TONX—VEZETLEEOHR, BMICHRBLEZ7 L —2L4
B, BILWATY NOE1 7V —L2 UTHIRT 5.
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Table 14.3: @E#HE L r—7 )L
| Speed (Mbaud) | 100 [ 200 | 400
Maximum Length (m) 100 80 60
Recommendable Cable | Catbe | Catbe | Cat6

14.8.6 DPLL #FHW7/=Ewy NEH]

{5l DPLL(Digital Phase Lock Loop) ¥#% 3Gt L, ZIEH 70y 2 DL5 EAY Y Ty VIZFHM
LTEERESZ2Y VTV IT5, it kSO0 T Vv IBIZY 7 b2 7 OREITE > THE
(4,8,16,32,64,128,256) (29 5. DPLL TIGEEINZAM I ZZEM vy 724Kk L, ZEFFOTY
VERETAHILICED, EEOT Y VHOHBRTRZEM IOy 28N b LS LD, ZEMIay 7D
M ZWEREE21TS. £ 14.21ZDPLL DE— K%&/:,7. 728, Mode 11X EXT_RL_CLK MG #7256 O A%
EARETH 5.

E— N4 | pomode2 | p-model | p-mode0 | d_clk A/ 1bit Hxi%
Model 1 1 0 1
Mode2 1 1 1 2
Mode4 0 0 0 4
Mode8 0 0 1 8
Model6 0 1 0 16
Mode32 0 1 1 32

Table 14.2: DPLL E— KD/ E

14.8.7 ITS—DEUERW

Responsive Link T, #40FTIERFGILIZ X 5T 1]bit/frame] DD £ TIXHBIMIC TS —F[IE2{T5 2 &
ﬁf%é T — D22 EMTRET 572012, M142D ML A FED Dirty ¥ b 232 T5. EiRH

ik, TRV VI DOEEY — KN (dbyte) BALT, 41 XV MY VI DEENA NBEALT, TT—DdH - -5
@DmWE/Féifé.I7 PN—=FR Tz TIZEoTEIIEESNTH, FTELENZAL<TH Dirty B M
VTHEDITT B, £, ZONRT Y MRIZIERTHT I —E[IERNTONN— R Y = 7T TETEL Nzl
&, ML A FEHD Correct By %V TS. LTI —FlIERAREZ > 72854, Fatal €'y &L T5. ZEMOD
TV r—=2avTl, INoESEFIIL, FIAE, ZET X ERYGICHEIZHEA LTI 0rE S »EE2H
Wrd sl &amaRIZT 5.

14.8.8 B\EFEE

Responsive Link DiBf5 (ZiH) #HEIL, HAREE (av 74 Fal—vay, 77V r5—vayv) 24
%L, 400, 200, 100, 50, 12.5, 6.25 [Mbaud] DO #if TEFEMIZAIZE L T 5.

£ 14312, BIEEE & BAOBEHERE, #RE— 7V oBRERT. HlAIE, RKEHEE 400[Mbaud] Ti#
53 2%&, 77— 7)WIZIE Category6 ZfH L, mABENMIE 60[m) MNTHS. ZDH4E, DPLL X
HRBPEEIIET 2 =T 1 A 16 1 @ 800[MHz]| DT v F& Yy vy VERMHL, ¥~ 7V v 74 TDPLL
BTS2k - THEBT 3.

VAR Y 770ty S IdlARAAHREHEL TWAOT, HEBNLPKERMEE 25, —fislEH

& (EERREE) 23 TRIEHBEBIVPRELSRD, BELTINILK RS, BEREOLETEIL, ZEF0
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Oy 7 %2EFETE5DTIERL DPLLOY V) VI BEEEFET LI LIZL->TITD. /o T, BIEEENE
WIGEDBE L, BEEHERENEL 25 LIZX 2L EROEME DPLL 0% > 7)) Y 7B EMT 5 Z 212
L ALEMRDOEME NS 2EBOREA2ZIT 5.

149 XEYZTY S

VARYS TV IO T RUVATY T TD@ED THB.

’ FA—R7RL 2 \ Pixh s 1/0 ‘

Oxfffe_Oxxx VARV TV VNIV VAR
Oxfffe_1xxx VARV 7Y v Z7HIRC (r/w)
Oxfffe_2xxx N—T 4 VI T—=TNT RLVAE (r/w)
Oxfffe_3xxx =Tt VI T—=TNI) I (r/w)
0xCOxx_xxxX 1 XY b AJITH DPM (r)

0xC4xx_XxXXX ARy A DPM (r/w)
0xC8xx_xxxX 7 — & AJIH DPM (r)

0xCCxx _xxxX 7 — & i JJH DPM (r/w)

Initial Address: 0xfffe0000

14.10 LIRITv S
14.10.1 SDRAM E—RL I R¥%
Offset: 0x0000

31 2 10
30°h0 SPMODE

Responsive Link &, 737w MBWEU FHIZIME T D SDRAM %4115 Z &2 T& 5. SDMODE(SDram
MODE) L ¥ 2 &%, /87 v h BB LS DDR SDRAM OAHEE K % & %559, ST SDRAM %45
WUBWEEE, WEOBWELNY 77 (£ 27887y 1)) OATEEENE STy hOB#ELTS.

Field Name Function
29’h0 0
SDMODE Default 000
000 : #MtiF SDRAM 7 L
001 : #Md1F SDRAM & b, A& : SMB
010 : #Md1> SDRAM » b, 7 : 16MB
011 : #MHi> SDRAM & b, && : 32MB
!
!
!
!

100 : #MJ1F SDRAM H b, A& : 64MB

101 : M7 SDRAM b, &&E : 128MB
110 : #MS1F SDRAM H b0, &&E : 256MB
111 : #MF1F SDRAM H b9, A& : 512MB




14.10. Vo AR= Y S

477

14.10.2 LRRVYITY VIO REREL VRS

Offset: 0xfffe_0004

B V=K1

31 28 27 25 24 22 21 19 18

0

’ - | Data4 I Data3 | Data2 | Datal I

| Event4 I Event3 | Event2 I Eventl ‘

RSL(Responsive Link Speed): Default 000
KU YARFVARY YT v OERBEE 2R

110 Model
111 Mode2
000 : Mode4
001 Mode8

010 : Model6
011 : Mode32

Field Name Function

Data4 Data Link 4 A RSL
Data3 Data Link 3 A RSL
Data2 Data Link 2 FH RSL
Datal Data Link 1 F§ RSL
Event4 Event Link 4 F RSL
Event3 Event Link 3 FH RSL
Event?2 Event Link 2 f§ RSL
Eventl Event Link 1 f§ RSL

14.10.3 LRARYITY VY IHHEL PR Y

Offset: 0xfffe_0008
B V—FK,/"54 b

31 29 28 25 24 23 21 20

| - | EDINIT

EM[ - | EEINIT [E4

| DDINIT DM

| DEINIT p4

RLINIT (Responsive Link INITialization) L' Y AR IZLV ARV YTV v DAL v FOHMIE J TV

A=K/ T A=K, TaTIVR— AT DML EITRS.

0: EFEBEE
1:  #fE
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Field Name Function
EDINIT Event Link ®F 2 — X D ##Ak
EDINIT[4]: RLINIT[28]: Event link4 O #J#H{k
EDINIT[3]: RLINIT[27]: Event link3 O#J#k
EDINIT[2]: RLINIT[26]: Event link2 ®#J{i{k
EDINIT[1]: RLINIT[25]: Event linkl O#Ji{t
EMI Event Link HOF a7 VAR —hXEV a2y ba—5 0L (AEY DHAE
TR NG)
ELINIT Event link D& T > 32— X DAL
EEINIT[4]: RLINIT[20]: Event link4 O #J#{k
EEINIT[3]: RLINIT[19]: Event link3 O #J#i{t
EEINIT[2]: RLINIT[18]: Event link2 O #J{i{k
EEINIT[1]: RLINIT[17]: Event linkl O ¥k
Es Event link switch OFJHA{L
DDINIT Data link D75 a3 — X Ok
DDINIT[4]: RLINIT[12]: Data link4 O#I#{b
DDINIT[3]: RLINIT[11]: Data link3 O#J#ik
DDINIT[2]: RLINIT[10]: Data link2 O ¥k
DDINIT[1]: RLINIT[9]:  Data linkl O#J#i{b
DMI Data Link FHOF 2 7L R—hAEY av bua—J50HL (XE) DRI
HREnd)
DEINIT Data link D% T > 32— X DAL
DEINIT[4]: RLINIT[4]: Data link4 O#J#A{b
DEINIT[3]: RLINIT[3]: Data link3 O#J#{k
DEINIT[2]: RLINIT[2]: Data link2 O#I#H{k
DEINIT[1]: RLINIT[1]: Data linkl ®#J1k
D Data link switch DFJ#A{L

14.104 LRRYITYVIEYRAARI YT LIRS

Offset: Oxfffe_000c J@M: 71 b

31

7 6 10

|

| RLIC |- ]

KUY ZAZDA 7Ry METa—XVty MEIDIAAIZ VT VI AXDA T2y hERIUTHS. Re-
sponsive Link @ IRQ1-6 DWTNRDA X —T NIl EDOA, KUV ARIZEZAATREL LS.
RLIC(Responsive Link Irq Clear) L' Y AR IZA RV M) ¥V 7 DEIDAARERD 7 V) T 217725,

Default 0
0: EHEENE
1. 27297
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Field Name Function
RLIC[1] Data-Out EOP(End Of Packet) IRQ Clear: 7 — X /37 v k2 DPM D% E
U782 5 IR EE NG EITEC BHIVIAAD I VT
RLIC]2] Event-Out EOP IRQ Clear: XY h/37 v kA DPM O%E U 72 #iFHH 5
REINZGEITELLHDAADI YT
RLIC[3] Data-In EOP IRQ Clear: 7— X737 v b »¥ DPM D& U 7z HiHIZZ{F S h
S EIZELBEIDRAAD I YT
RLIC[4] Event-In EOP IRQ Clear: XY k37 v b DPM D€ U 7= #iPHIZ 2 A5
SNGEITELZEIDAADI )T
RLICI5] Data Packet-In IRQ Clear: | DiAAY Y bDERESI NI T — K37 v b H1E|
BHUEGEITELDEDRAADI )T
RLICI6] Event Packet-In IRQ Clear: #DAAE Y b DFE I NIzA XY bANTy A
BAE UG EITELHEIDAAD I YT
14.10.5 FA—% Uty FEIYRHI )T LIRS
Offset: 0xfffe_000c J&": V— K Z 1 b
31 21 20 16 15 5 4 0
’ | Event I - | Data

RUVIVAZRDL T2y MIVARY YTV TENIABI VT VIARDA 71y M A UTHS. Responsive
Link ® IRQ1-6 DFTARTHRT A AL =T NIZR o722 EDH, KUV ARIIGAEE AL LS. Ta1—X
Dty MEIDAARERD 2 )T 217785,

Default 0
0: ZV7

1. #OIARFE (Fy 7H)

Field Name Function

Event Event Link ®F a2 —&1) v ME[ D AA
Event[4]: Event linkd D7 I —XY &y b#EDiAA
Event[3]: Event link3 D7 2 —& Y ¥y ME[DIAA
Event[2]: Event link2 D7 2 —X"Y &y bEDAA
Event[1]: Event linkl D7 I —XY &y h#DiAA
Event[0]: Event link0 D7 23—V ¥y ~ME[DIAA

Data Data Link DF I —X 1)+ v ME[DAA

Data[4]: Data linkd @7 3 —%Y &y MEIDAA
Data[3]: Data link3 @7 a—XY &y M| D iAA

] Datalink2 7 3 —XV kv ME[DAA
Data[l]: Data linkl D7 a3 —XY &y MDA
Data[0]: Data link0 @7 2 —&Y &y MEIDAA
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14.106 LRRYITYVIREFELEEVRAHI YT LIRS
Offset: 0xfffe_0010 J@M: V—K /"4 K

31 21 20 16 15 5 4 0
- | DWIRQC | - | EWIRQC |

Responsive Link \&/37 v FEWE U SDRAM Z i L TV A BIZIZEWE L SDRAM 2NEN % 5 (2
5 LR EEIEEI D AAE HEIERT 5. FEIZ, BWEL A SDRAM 2L TWARWEIZIE, BVl
Iy 7 7 BRI 51075 L RIS 0 Ak BB T . A WIRQC(Wait IRQ Clear) L ¥ 2 & 1%
VAR 7Y 7R EIEILEI DARERD 7 ) T 24775 5.

Default 0
0: EEEE
1. 207

Field Name Function

DWIRQC | Data link WIRQC
DWIRQC[H4]: WIRQC Data link4

[20]
DWIRQC[3]: WIRQC[19]: Data link3
DWIRQC[2]: WIRQCI18]: Data link2
[17]
[16]

DWIRQC[1]: WIRQC[17]: Data linkl
DWIRQC[0]: WIRQC[16]: Data link0(CPU)
EWIRQC Event link WIRQC
EWIRQC[4]: WIRQC

Event link4

[4]
EWIRQC[3]: WIRQC[3]: Event link3
EWIRQC[2]: WIRQC[2]: Event link2
EWIRQC[1]: WIRQCI[1]: Event linkl
EWIRQC[0]: WIRQCI[0]: Event link0(CPU)

14.10.7 LRARY TV I#EEIYIAHI YT LIRS
Offset: 0xfffe_0014 J@M V—RK /54 »

31 21 20 16 15 5 4 0
- |  DbcIc - | EciIc |

Responsive Link 1%, SDRAM (ZB#I N7y MBRAM v FIZESEZEINEZ (HEREEFINE) By
ARV YT v I fkeE b A& Cl(Coutinuous Irq) % ¥4 3 5. CIC(Continuous Irq Clear) L ¥ A X %%
DEDAAZER CIDZ ) 7 %1778 5.

Default 0
0: EHEE
1. 2U7
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Field Name Function

DCIC Data CIC
DCIC[4]: CIC[20]: Data link4
DCIC[3]: CIC[19]: Data link3
DCIC[2]: CIC[18]: Data link?
DCIC[1]: CIC[17]: Data linkl
DCIC[0]: CIC[16]: Data link0(CPU)

ECIC Event CIC
ECIC[4]: CIC[4]: Event link4
ECIC[3]: CIC[3]: Event link3
ECIC[2]: CIC[2]: Event link2
ECIC[l]: CIC[1]: Event linkl
ECIC[0]: CIC[0]: Event link0(CPU)

14.10.8 LRARVYITYVIBGBHIS—EYRAAI )T LIRS
Offset: Oxfffe_ 0018 @t V—K, /"S54 b

31 21 20 16 15 5 4 0
_ I DFIC - EFIC

Responisve Link 1%, &V V7 DZENT Y MIN— R =7 CHEARTAERT 7 —2BH > 2551V AR
YT v BT 7 —E DA% Fl(Fatal Irq) #5644 5. FIC(Fatal Irq Clear) L' Y A X1, ZDE|IDIA
AERFIDZ YT 278D,

Default 0
0: EFEE
1. Z2U7
Field Name Function
DFIC Data FIC
DFIC[4]: FIC[20]: Data link4
DFIC[3]: FIC[19]: Data link3
DFIC[2): FIC[18]: Data link2
DFIC[1]: FIC[17]: Data linkl
DFIC[0]: FIC[16]: Data link0(CPU)
EFIC Event FIC
EFIC[4]: FIC[4]: Event link4
EFIC[3]: FIC[3]: Event link3
EFIC[2]: FIC[2]: Event link2
EFIC[1]: FIC[1]: Event linkl
EFIC[0]: FIC[0]: Event link0(CPU)




482 % 14% Responsive Link

14.10.9 LRRYITY I ONN—F AV IT—TILEVRART VT LIRY
Offset: Oxfffe_001c J@M VY —FK, /51 b

31 210

- RTIRQL

Responsive Link 1%, NV—F 4 VI F—=TNMIRYFTEITY M)PEPSEGEICVARY YT VS
N—F 1 ¥ 7 F—TNE D AH (RTIRQ) % F/4T 5. RTIRQC(Routing Table IRQ Clear) L Y2 X 1%, %
DE ) AKRER RTIRQ D2 U T 21772 5.

Default 0
0: EEEE () /HOIAAZ VT (w)
1 HOABIRIE (1) /HI D RABIE (539 2 (w)

Field Name | Function
RTICI0] Event Routing Table IRQ Clear
RTICI[1] Data Routing Table IRQ Clear

14.10.10 L RRY>TYV 27 SDRAMNRYIJITRANLIRY
Offset: Oxfffe_0020 @t V—K, /51 b

31 10
- RLSPBREQ

Responsive Link DB WU H SDRAM DN AIZ1E, Responsive Link & 7A€y $NZAD 2 DDIINAT A
AW EFRINT WS, @, Ty Hllr 5BV UM SDRAM (L7 72 23 5B21%, T—2D T V¥
oY a VIZ, NAMEOREIITONTWS, Taty $ll 5 =2 MIEWE L F SDRAM 27 7 &
AUTWEHIE, Ry b2AIZT ST, BOWBUH SDRAM NADNAMEEZ 7aty 4] (7o
v P DMACE) DBEIZBLIENTES. (REy M2HRELBRLSTET I AWHETHS.) Responsive
Link flI25E W UH SDRAM NAZ ST E R85 (X7 y Ol - HIFVWTERL45) LW EIEH
NHb.

Field Name Function
RLSDBREQ | RLSDBREQ (Responsive Link SDram-Bus REQuest) : Default 1
AKEw MEIVARY YT 27D SDRAM NAANDOHRK RN 7 T A b
217789
0: NRAYIITAMASX—T)
L. NRAYIIARNT A AZ—T )

14.10.11 L RRYSTY YU SDRAMNRTS VY MNLIRY

Offset: 0xfffe_0024 @ V— K4 bk
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31 30 21 20 16 15 5 4 0
Niss - DSG | - ESG

RLSDBGRNT(Responsive Link SDram Bus GRaNT) L' Y 2 &%, EBWELUH SDRAM NADNZAT 5
Y (EDNARRAZBNAEEBLTWE D) &RT.
0: NAWEER
1. NAMERRK

Field Name Function
MSG Mpu Sdram bus Grant: MPU 23N AMEZFT W5
DSG Data link Sdram bus Grant: Data Link 23N AMEZFT W5
DSG[4]: RLSDBGRNT][20]: Data link4
DSG[3]: RLSDBGRNTJ[19]: Data link3
DSG[2]: RLSDBGRNTJ[18]: Data link2
DSGI1]: RLSDBGRNTI[17]: Data linkl
DSG[0]: RLSDBGRNTJ[16]: Data link0(CPU)
ES Event link Sdram bus Grant: Event Link 23N AMEZFT W5
ESG[4]: RLSDBGRNT[4]: Event link4
ESG[3]: RLSDBGRNT[3]: Event link3
ESG[2]: RLSDBGRNT[2]: Event link2
ESG[1]: RLSDBGRNTJ[1]: Event linkl
ESG[0]: RLSDBGRNT[0]: Event link0(CPU)

14.10.12 LRRYITYVIN—FT AV TT—TILNRRAYIJITRAMNLIRY
Offset: 0xfffe_0028 @M 71 k

31 10

: BRQ

Responsive Link DI)V—T « ¥ 7T — TV DINAIZIE, Responsive Link & 7HX Y FNZAD 2 DDNAT
ARPERINTVED, T 74N NDNAT AR Responsive Link TH 5. TayHfllhs—51 v
TT—=TNV%T 7R ALELWGEIZIE, Ay NeARITHILT, V—T1 I T—TNVNADNAMEE
TavyHfll (Faky¥P DMACE) MWELI LN TES. Responsive Link UV —F 1 > 75—
EBRTERLARD (XT Y MDOIV—=T 4 Y INTERLRDE) CWOEERARD 5.

Field Name Function
BRQ RLTBLBREQ (Responsive Link rouging TaBLe Bus REQuest): Default 1
REY MIVARY YTV IDN—T 4 VT T =T IVNANDNAY I TR
R TR

0: NARYIZITARASRX—=T)

1: NAVITZANT 4 AT—T)
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Offset: 0xfffe_0028 @M V) — KN

31 30 21 20 16 15 5 4 0
NIRR - | DRR - ERR

Ay MI7oey RN ZA[NS VAR Y T)VIDIV—F 4 VT TF—TNNAANDNAY) 7T A %R

¥ 0: NAVZITANE
T NRY T AME

Field Name Function

MRR Mpu Routing table bus Request

DRR Data link Routing table bus Request
DRR[4]: RLTBLBREQ[20]: Data link4
DRR[3]: RLTBLBREQ[19]: Data link3
DRRJ[2]: RLTBLBREQ[18]: Data link2
DRRJ[1]: RLTBLBREQ[17]: Data linkl
DRR[0]: RLTBLBREQ[16]: Data link0(CPU)

ER Event link Routing table bus Request
ERR[4]: RLTBLBREQ[4]: Event link4
ERR[3]: RLTBLBREQ[3]: Event link3
ERR[2]: RLTBLBREQ[2]: Event link2
ERRJ[1]: RLTBLBREQ[1]: Event linkl
ERR[0]: RLTBLBREQ[0]: Event link0(CPU)

14.10.13 LRRY TV IIN—F AV ITTF—TILNRTZV NLIRY
Offset: 0xfffe_002c @M V — K

31 30 21 20 16 15 5 4 0
NIRG: - DRG - ERG

RLTBLBGRNT (Responsive Link routing TaBLe Bus GRaNT) LY A XL, VARV YTV v I DL —
TAYVITT—TVNADNAT TV~ (EQNAIZAZPNAMEEZAGLTWED) %2R,
0: NAMERS
1: NAMERESK
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14.10. VYRRV T

Field Name Function

MRG Mpu Routing table bus Grant: MPU 23N AMER BT W5

DRG Data link Routing table bus Grant: Data Link 23X AMEZ R T W5
DRGI[4]: RLTBLBGRNT[20]: Data link4
DRG[3]: RLTBLBGRNT[19]: Data link3
DRG[2]: RLTBLBGRNT][18]: Data link2
DRGI1]: RLTBLBGRNTJ[17]: Data linkl
DRG[0]: RLTBLBGRNT[16]: Data link0(CPU)

ERG Event link Routing table bus Grant: Event Link 23N 2% G T\ 5
ERG[4]: RLTBLBGRNT[4]: Event link4
ERGI[3]: RLTBLBGRNTI[3]: Event link3
ERG[2): RLTBLBGRNT[2]: Event link2
ERG[1: RLTBLBGRNT[1]: Event linkl
ERG[0]: RLTBLBGRNT[0]: Event link0(CPU)

14.10.14 ARV KNJYVIJLRUZRLRLIY RS

Offset: 0xfffe_0030 @M V — K

31

10 9

- ELLRUA

Field Name

Function

ELLRUA

ELLRUA (Event Link LRU Address) LY 2 ZIFA XY M) V27DV —F 1
VT =TT, BbELIHHINET—TLVORMENT WA T KL A
RT.

14.10.15 F—4% Y22 LRUZRL ALY R¥

Offset: 0xfffe_ 0034 @M VJ — K

31

10 9

- DLLRUA

Field Name

Function

DLLRUA

DLLRUA (Data Link LRU Address) VY AR IZT—X )V 7 DIV—F 1 VT
T—INMHT, BRHESIHEHAINZT -7 LVORMINTNET NV A%ZR
ER
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14.10.16 LRARYITY V7RI YAAAY  A—F54 x—TI LIRS
Offset: 0xfffe_0038 @M V — K

31

10
- RLIGE

Field Name Function

RLICE RLICE (Responsive Link Interrupt Controller Enable) L' Y A XV AR ¥
7V Yo HEIDIAA Y hE—F RLIRC DA £ —7)by b&RY. 10L&
&, RLIRC iFH 1 %2fT>oTW5.

14.10.17 ARV KNYYIHASDRAMIL—THDO Y NLIRY
Offset: 0xfffe_0040 J@M V—RK /54 »

31 8 7 0
] - ELSDCNT \

BV UM SDRAM (LIRS /=1 XY M7 w N % Responsive Link 1 XY N A1 v FICHEREL T
FONES P EFARLMEEEZEET 5. HIE2LHBEBNIPRERD, BTEL LV TIXA LEDEL
bhd.

Field Name Function

ELSDCNT ELSDCNT (Event Link SDram loop CouNTer) L' Y Z X DFEIZ LD, BNV
U SDRAM IZBBEI N T VWD A RY MT Yy hEA RV NS v FITH
ELED2T2Y N I1O/MEEZ 137y M OEERME B L UTHRET
5. (1-40)

Default: 32

14.10.18 F—4% YUY ZVHSDRAMI—Tho Vv NLI RS
Offset: Oxfffe_0044 J@t V—K, /"S54 b

31 4 3 0
| - | DLSDONT |

BV U H SDRAM IZBBE X /-5 — R o1y b % Responsive Link T — R A1 v FIZHEEREL TN
MESPEPFARNLMEEEIRET 5. FITEDLLHBENINVRELARD, ETE22 ) 71 LEDELD
na.
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Field Name Function

DLSDCNT | DLSDCNT (Data Link SDram loop CouNTer) LY A X DFEIZ LD, B
UM SDRAM IZIBBINT WA T — X7y b2 T —RAA v FITHEL
X592V FIADRME 137y b ORERFZBAE UTRET 5.
(1-95)

Default: 4

14.10.19 LRRYITYVIRAYFE—RLI RS
Offset: 0xfffe_ 0048 @M V—K /54 b

31 2 10
| - RLSM|

RLSM(Responsive Link Switch Mode) VY AZDEFEIZELD, VARV YTV VI DALy FOHFEEZZE
B 5.
0: Cut Through Mode VATV UVIZERITHZ0337 y FOBWEBLZLIZ< W
1:  Store and Forward Mode LA 7 ¥ YHIZARFITH D037 v FOEBLZ LRIV
Default: 0

Field Name | Function
RLSMJ0] Event Link Switch D#XE
RSLM][1] Data Link Switch DFXKE

14.10.20 LRRYITYVIBRAIZAVLIRY
Offset: 0xfffe_004c @M V — K

31 21 20 16 15 5 4 0
- | DRLOL | - ERLOL |

Responsive Link 1% Plug&Play 2 9 R— 13572012, Vo7 vy TLTW) Y IBN) v IR VT3
X TITAVEIDIAREREL, VIR T LTWEY VIR Y VI Ty TTHeArT10 EIDIAAEF
£33,

RLOL(Responsive Link OffLine) VY AR %) —R$H5ZLIZ&D, ¥V INAT7I54V/ F T4
VIREFNRBE I EINTES.

1: Offline
0:  Online
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Field Name Function

DRLOL Data link @ RLOL LY X &
DRLOL[4]: RLOL[20]: Data link4
DRLOL[3: RLOL[19]: Data link3
DRLOL[2]: RLOL[18]: Data link2
DRLOL[1]: RLOL[17]: Data linkl
DRLOL[0]: RLOL[16]: Data link0(CPU)
ERLOL Event link ® RLOL L Y A X
ERLOL[4: RLOL[4]: Event link4
ERLOL[3]: RLOL[3]: Event link3
ERLOL[2]: RLOL[2]: Event link2
ERLOL[1]: RLOL[1]: Event linkl
ERLOL[0; RLOL[0]: Event link0(CPU)
Offset: Oxfffe_ 004c J&M: 71 b
31 210

] - IRLOL|

Ay POREIZED, VARV TV I2DFT 54 VEIDAARRTA Y T4 VEIDIAARE I ) T TE S,
1. EHOAAZ V)T RiTHORN
0: #AAZ VT

Field Name Function
RLOL[0] Responsive Link Down IRQ Clear: A7 74 V#H| DAADI VYT
RLOL[1] Responsive Link Wakeup IRQ Clear: &> J A VE#[DIAAD I )T

14.10.21 NZ LI E—KLIR¥
Offset: 0xfffe_0050 @M V — K,/ 51 b

31 5 4 10

Responsive Link DER—FNBNANZT VLIV YV TNVE—RNDEL S THET 20128 ET 5.
1. »N"ZULb
0: YU7TI
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Field Name Function

Port Responsive Link O£ K — b
Port[3]: Hw—14
Port[2]: HA—HF3
Port[1]: HA—h 2
Port[0]: AK—1H1

14.10.22 I Z5—/XTy hAwEFL I R¥

Offset: Event Link : Oxfffe_.0054 J@&#: V — K
Offset: Data Link : 0xfffe_.0058 J&ME: V — K

31 0
Header_Value

Routing Table 12354 L7227y b DAy XDIENAS.

14.10.23 IS—AAYIRAVILIRY
Offset: Event Link : Oxfffe_005¢ @M VJ — K

31 3 2 0

- +:rr,Hcadcr,P%

I5—NTry FOBEKINT S, 2770, BROIZIT =Ty Mal—DOAY X THEGEIE1 27U A b
Ihiwv (TR ).
Default 0

14.10.24 I 55—y NE—KRL I R¥
Offset: Event Link : 0xfffe_0060 @M V — K, /51 b

31 8 7 0
- Err_Header_Mode_E

Offset: Data Link : Oxfffe_ 0064 @ V — K,/ Z 1 b

31 8 7 0
’ - I Err_Header_Mode_D

ARUVVARIEEZT =~y XRA VRV ARDIOIFET S (TN TH) .
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14.10.25 SDRAM[EIEA X—TI LI R%

Offset: Event Link : Oxfffe_0068 J&M: V — K51 b

31 2 10
’ - sdradl,restqre,en

(3 7 1)

14.10.26 W@EI—T Vv IEREL RS

Offset: Event Link : Oxfffe_006c @ V—K,/Z 1 k
Offset: Data Link : 0xfffe_0070 @M V —F. /51 b

31 24 23 16 15 8 7 0
CH4 | CH3 | CH2 | CH1 |

Responsive Link &F ¥ F)VDA—=F v I 2HET S, Fy 2NVHEOHRTHEHEOY Y b~y T2 LATITRT.

765432 0
RS| - [ECC] - Line Codd

Field Name Function

CH*[7] AEy h&ty b5 & Reed Solomon fF512 &5 LT —FTIEVNARNIZRS.
CH*[5:4] NA MED BCC 2 BT 5.
00: ECC7Z&L

01: Hamming 755
10: BCH %5

CH*[2:0] ERRET S 2R ET 5.
001: NRZI+BitStuffing
010: 8B10B
100: 4B10B

14.10.27 LRRYITYVIHEXT RLCLK 1 x—7ILLYRY

Offset: 0xfffe_0074 J@M: V— K, /54 b

31 29 28 25 24 21 20 17 16 5 4 1.0
| - [ bpsck | - | ESCLK | - | EXRLCLK | - |

Responsive Link ® EXT RL.CLK O&E%Z{TD. ALY A XZ EXTRL.CLK % {#fH A8 7% E DIRFIZ
vy IIns.
X 512, DSCLK, ESCLK /& SHARED D_CLK AR ICEREMREL 2 0, F@fEFY v 27T dclk 2L,
L) —HDOEFEY VI TEEDdck ZEHWTT I—REFDZERF ¥y NI EICAHEE RS,
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#il 21X ESCLK[4] 2 A2 3 % & Event link4 12 d_clk 234, F ¥ * )L 4 OEfide / — KT Data link D5
I— R 2475 BRIZ Event link 2 5N T E/~ dclk 2 HWVTTa— RKE21T75.
SHARED _D_CLK %47 5 BRI X A2 EXRLCLK OMET 2y M AT 2HENDH 5.

0: EXT_RL.CLK %5529 %

1: EXTRL.CLK #E%129 %

Field Name Function

DSCLK Data Link # SHARED D CLK & UCHIHY %
DSCLK[4]: Data link4
DSCLK]3]: Data link3
DSCLK[2]: Data link2
DSCLK]J1]: Data linkl

ESCLK Event Link Z SHARED D_CLK & UL CH|HT %
ESCLK[4]: Event linkd
ESCLK][3]: Event link3
ESCLK][2]: Event link2
ESCLK]J1]: Event linkl

EXRLCLK EXT_RL.CLK 2623 %
EXRLCLK[4]: &— h 4 ® EXT_RL.CLK O
EXRLCLK[3]: &— b 3 ® EXT_RL.CLK 0
EXRLCLK[2]: #— b 2 ® EXT_RL.CLK D&
EXRLCLK[1]: #— b 1® EXT_RL.CLK D#&i

14.10.28 LRRYITYVIBAITIZAVEIYIARTAI LIRS
Offset: 0xfffe_ 0080 J@M: V—K, /54 b

16 15 5 4 0
DOLM | - |

31 21 20

: |

Responsive Link DA > 74 VEIDABRRTL 7574 VEIDIAADIY AT ZEBEY V2, Fy VI LI
J.
0: HIDAAY AL ZIENIZT S
HDIAAT AT ZHMTT S
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Field Name Function
DOLM Data Link DAY T4V /A7 54 VEIDART AT T
DOLM[4]: Data link4
DOLM[3]: Data link3
DOLM][2]: Data link2
DOLM][1]: Data linkl
DOLM]I0]: Data link0(CPU)
EOLM Event Link DAY Z 4V /A7 54 VEIDIART AT EE
EOLM[4]: Event link4
EOLM][3]:  Event link3
EOLM[2]: Event link2
EOLM][1]:  Event linkl
EOLM[0]: Event link0(CPU)
14.10.29 XA DPLL E— REEL R4

Offset: 0xfffe_0084 J@M: V—FK /"4 k

31

28 27

25 24 22 21 19 18 16 15 12 11 9 8 6 5 3 2 0

- |pTXM4|DTXM3|DTXM2|DTXMI |

| ETXM4 | ETXM3 | ETXM2 | ETXM! |

Responsive Link DEEHOEERERT % F v 20V, BEY V78275,
AU IARDHBENL, REHBEEHE 3—FT v 74 F—TIVLVIARTHMILEZF v 2 - @E) V71
DABEHI N, ZEMD DPLL E— NZERO LV YV AXTHRELZHDAHVWLNS.

110
111
000
001
010
011

Model
Mode2
Mode4
Mode8
Model6
Mode32
Field Name Function
DTXM|1-4] | Data Link ®3%(5fH DPLL O #E
DTXM4: Data link4 F RSL
DTXM3: Data link3 f RSL
DTXM2: Data link2 A RSL
DTXM1: Data linkl A RSL
ETXM][1-4] Event Link D #%{5H DPLL O E

ETXM4: Event link4 F RSL
ETXM3: Event link3 f RSL
ETXM2: Event link2 F RSL

ETXM1: Event linkl F§ RSL
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14.10.30 ZEERABEI—FT VY IBELIRY

Offset: Event Link : Oxfffe_.0088 J&M: V — K51 b
Offset: Data Link : 0xfffe_008c J@: V—K,/Z 1 k

31 24 23 16 15 8 7 0
CH4 | CH3 | CH2 | CH1

Responsive Link % F ¥ 2 )VAIGT 28E Y v 7 OREHEFEI—T v 7 2%ETSH. KUY AXDFKE,
REHEEHRE - I—T v A X =TIV IARTEINILEF v 2 - @8EF) V27 IZoA#EHTh, ZEH
DIA—=F Y 7 FRRDLV VAR THRELZEDRHVLNS.

F Y 2NVEOFREHHOY Y b~y T2 TFIZRT.

765432 0
RS| - |[ECC] - Line Codd

Field Name Function

CH*[7] Aey bEty b4 % & Reed Solomon fF 512 &5 LT —F[IEVNERIZRS.
CH*[5:4] N4 MED ECC % & T 5.
00: ECC7Z&U

01: Hamming %5
10: BCH &%

CH*[2:0) (ERB S % T 5.
001: NRZI+BitStuffing
010: 8B10B
100: 4B10B

14.10.31 ZEERBEEFEE - 1—FT v 914 x—TILLIYRY
Offset: 0xfffe_0090 @M V—RK /54 »

31 29 28 25 24 21 20 17 16 13 12 9 8 5 4 10
| - | prce | - | prME | - | ETCE | - ETME |- ]|

Responsive Link DEAGHDBERE - 2 —F v 7 OFELZEMNTT 5.

AU VAR TEREHOBEEREZAEMNIT DL, XEHDPLL €— F&RELV YV AXDNIET 5 F v F: )L D@
8V > 2 O%EH DPLL €— FAEHA I N 5.
RUVZAXTEEHOBEI—T v 726G T 5L, REHBFEI—T Y 7RELV VARDOHIRT D F ¥ *
IVOJEIEY v D%fEH DPLL E— FANEH I 5.
AVYARTEFHBERE - 3—T v 7ORELZAMNILTORNT v )b - J@8FEY > 271220 TE, VA
Ry TNV EEREVVARBIBEI—T v IRELV YV AXIBIT 2R ENEZFILGEH I NS,

0:  X%f5H mode/codec % &N F %

1:  3%(EH mode/codec ZHRNIZT 5
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% 14 % Responsive Link

Field Name Function

DTCE4: Data link4
DTCE3: Data link3
DTCE2: Data link2
DTCE1l: Data linkl

DTCE Data Link D %{EH codec REZEHNIZT S

DTME4: Data link4
DTME3: Data link3
DTME2: Data link2
DTME1L: Data linkl

DTME Data Link O%{ZH DPLL B2 A% T 5

ETCE4: Event link4
ETCE3: Event link3
ETCE2: Event link2
ETCE1l: Event linkl

ETCE Event Link D iE{EH codec iXEEEMIZT 5

ETME4: Event link4
ETME3: Event link3
ETME2: Event link2
ETME1: Event linkl

ETME Event Link O3%{ZH DPLL #E2 A% T 5

14.10.32 ET—R1ABAYVYTYIVIITYIHRELIRY
Offset: 0xfffe_0094 @M V—RK /54 »

31 21 20 17 16

- | DDIM

Responsive Link DE— N 1 &ZERIZ, 70w I7DML5 ERD Ty I bR TRy VL 5TYH YT

VI ERITONRET S.
0: Z7avo0ONb ENRDTyIRMBHTS.
1. 70y 70MBLRRDTy VERHHTS.

Field Name Function

DD1M Data Link D% > 7)) v 7Ty VOHE
DD1M[4]: Data link4
DDIM[3]: Data link3
DDIM[2]: Data link2
DDIM]J1]: Data linkl

EDIM Event Link D% > 7V v 7Ty VDFLE
ED1M[4]: Event link4
EDIM[3]: Event link3
EDIM[2]: Event link2
EDIM][1]: Event linkl
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14.10.33 Routing Table ECCREL YR %
Offset: 0xfffe 0098 J&M V—F /51 b

31 10

Responsive Link @ Routing Table I/ L TW2 ECC DA VA 7 2% ET 5.

0: Disable.
1: Enable.

Field Name Function
E Routing Table ® ECC OF > A 7 %% ET 5.

14.10.34 YA LTI RNEBELIRY
Offset: 0xfffe_009c J&M VY —FK,/ 51 b

31 2 10
: | TE |

AR MY IHAHADPM, =42V Y2 H M DPM IZEMN ST — X BEEL, BRDRXA LT Db
HI Y RBEVIARTRE LAY Y NEIZ T T 72 A0 - 72354, RLLEVENT_TIMEOUT #[5A &,
RL_DATA TIMEOUT #liAA% TN T NFEIEENEHRET 5.

0: Disable.

1: Enable.

Field Name Function

TE RALT T NEAAZEFEI R LN ERET 5.
0: EVENT LINK.

1: DATA LINK.

14.10.35 ARV KNYYVOGIALTINATVNEELIRSY
Offset: Oxfffe_00a0 @M V—K, /54 k

31 0
Timeout Count ‘

AR )V IZHIHDPM IZER T —ZARESAETNTH S, RLEVENT_TIMEOUT #[A &AM FA
THETONMEZHRET 5.

DPM IZZ &AM, BT UAEMEIRETE LIV ELS DPMIZT 7Y AR D - 72546, EHAAIIFREL K
W,
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Field Name Function
Timeout RALT T NEGAAZREI TS ETOREZERET 5.
Count HAfZ1E clock cycle.

14.10.36 T—Y9 V2V I9ALTINADY MNEELIRY
Offset: Oxfffe_00ad J@M: V—K,/"Z4 k

31 0
’ Timeout Count ‘

F—R1) VI DPMIZER T — X WNESATNTS S, RLDATA TIMEOUT EAALFAET 5
FTORMZRET 5.
DPM IZEEIAAE, 8 UM RET 2 X0 B DPMIZT 722 ADD - 7258, EHAAIIFEE LRV,

Field Name Function

Timeout RA LTI NEGAARFES 2 ETCORMEZHRET 5.
Count B clock cycle.

14.10.37 FA—KU VI TV THRELIRY
Offset: Oxfffe_00a8 EM: V — K, /51 b

31 21 20 17 16 5 4 10
| - | DALU | - EALU | -]

VY7 O X 23E(E DML Z HEITITS, A— N Yo7y THREDRE 21T 5.
=PV o Ty THREEAENCT S L, Vot RIIZITbR< s, 1 =Yy X Ty hEH
FTEIEL, Voo Ty TRETD.

0: A=WV Vo7 v TREMTS.

1. A—=MNVVITy TEENITS.

Field Name Function

DALU Data Link DA —+ ) > 27 v 7DKE
DALU[4]: Data link4

DALU[3]: Data link3

DALUJ[2]: Data link2

DALU[1]: Data linkl

EALU Event Link DA —h Y > 277 v TOHE
EALU[4]: Event link4

EALU[3]: Event link3

EALU[2]: Event link2

EALU[1]: Event linkl
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14.11 DPM (Dual Port Memory)

Responsive Link & 70t v HIZEARIIZ DPM 2N LU TT — X DEZEETS. DPMIZZTDHZD@ED 2port

FELTEY, FAR Ty B ANRIZERI N, © 5 F A% Responsive Link @ Link0 iIZHEf I T\ 5.

Data in/out control register 3 & ¢*, Event in/out control register Zi%Ed 5 Z & T/NT v b DEE/%2(F
FEERET DI EMNTES., ARV IAT Y bOREB KO, Z/{FI121d Event packet in/out EHD DPM
ZRHV, T—2RT v FOEEB XV, %Z{5121F Data packet in/out HHD DPM % {3 5.

PARIZ Event in/out, Data in/out ZHZ 1D DPM IZD\W T 5.

14.11.1 Event Output

14.9124 XY MY > 27 H I DPM Of§ik % 33 . Event out control register (X 14.10 &8) 1%L T,
f#H7 B L X From_Addr (byte address Tld7: < word address) &4 7 7 F L' X To_Addr (word address) %
E&"i'ﬁ"% Zrizkh, BEATY b E—EIEETE S, From_Addr & To Addr IZAMIZHEA2 DXL D

D LS BAFENTONTVWED, FEHIZIZEFAUBEDOL Y AXRZOHEINT WS, From Addr,
To_Addr 12, 3%E X117z word address D7 K L A2 DPM @ 71t v YN A0 & 57— X B3 E i 7z
IZ, DPM %% Link0 (26 U THI 12 F%HT 5.

#lZ1E, ModeO Z{#HH L, From_Addr % 0x00 IZ3%5E L To_Addr % 0x07 (byte address: Oxlc) | Hﬂi L/t

&35, Tuty ANl S DMAC £ LL 7ty Hic J: OT Payload0, Payload1 ®JEIZ DPM (Z

ZANEPNIZETEHE, DPM O 7aty $flH 5 0x06 FHlic 7 — & ﬁ‘iﬁ N7-BHEIZ DPM 5 5 Responswe
Link @ Link0 (21 2 B3 5. (ZD%E, EEIZIE From Addr (ZIEERAZ2W.)

H B\, ModeO Z{FMH L, From_Addr % 0x1f(byte address Ox3c) z ﬁ U To_Addr % 0x2f(byte address:
0x7c¢) IZRE L, T 512 DMAC % continuous mode TfEHT % &, Payload0~3 Dl & Payloadd~7 DFH
MAEMHLT, ERBEFICHEUZDPM K03 RESQHERT — 22N N— RV 7 DATHERET S &H
T&%.(DPMOT FLATI—FOHENTIE, ¥ FY7 FLVATE CSHERINDPMIZT ZEAT
EHEIITHEFLTNED.)
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% 14 % Responsive Link

DPM f or

of f set address
0xC400_00XX

MbdeO

0x00

Sour ce

Addr . |Destination

Addr .

Payload 0

Control & Status

0x10

Sour ce

Addr . |Destination

Addr .

Payload 1

Control & Status

0x20

Sour ce

Addr . |Destination

Addr .

Payload 2

Control & Status

0x30)

Sour ce

Addr . |Destination

Addr .

Payload 3

Control & Status

0x40

Sour ce

Addr . |Destination

Addr .

Payload 4

Control & Status

0x50

Sour ce

Addr . |Destination

Addr .

Payload 5

Control & Status

0x60

Sour ce

Addr . |Destination

Addr .

Payload 6

Control & Status

0x70

Sour ce

Addr . |Destination

Addr .

Payload 7

Control & Status

Figure 14.9: DPM for Event Output

Event Qut put

Model
0x00

Payload 0
0x08

Payload 1
0x10

Payload 2
0x18

Payload 3
0x20

Payload 4
0x28

Payload 5
0x30

Payload 6
0x38

Payload 7
0x40

Payload 8
0x48

Payload 9
0x50

Payload 10
0x58

Payload 11
0x60

Payload 12
0x68

Payload 13
0x70

Payload 14
0x78 Sour ce Addr. |Destination Addr

Control & Status
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of fset address Cont r ol Regl ster
oxFrFE_F40x  for Event Qut put

0x0 | J From Addr. | To Addr.
0x4 \ DVA Counwer
0x8 \ Current Packet N\nber
\
nmode dreq I nt

Figure 14.10: Event Out Control Register

DPM #l#IL ¥ X %

DPM Ol Y A& (¥ 14.10 BH) IZUT2HETZ 22T, EE0HMEET
HEL SR8 (r/w)

e Mode0: mode bit {2 0 ZF&E. T XNTD/NT v MZ headr & trailer Z (19 5.

e Model: mode bit IZ 1 ZFE. HEIZILIED header & trailer Z T2 (TRTDNRT Y kDI
JeEl— & 72 B).

o Int: RE'w M% 1IZEHET DL, & THIZ EOP(End Of Packet) #l 0 AA % AL T 5.

e Dreq: Ry h%& 1IZERET 5L, DMA Counter (Z5%7E L 72 [1I1#4r 721 DMA %247 5.

e From_Addr: #Z5E X7z word address D7 KL A2 DPM @ 7 a+x v X2l 5 F— X BE»
N7 BRENZ DPM 225 Link0 (2 U CH 2B 5.

e To Addr: #FE I N7z word address D7 KL ZI1Z DPM ® 7ty B NZfIH 6 F—RZBEmhh
=2 DPM 55 Link0 (2 U CH 2R 5.

DMA Counter (r/w) DMA O %$EET %

Current Packet Number (r) BHERXEINTVWE 37y h&ES (X 14.9 ® payload ZHHIZHY) Z/RT

14.11.2 Event Input

1411124 XY MY 7 A DPM O#ki% 39, Event in control register (X 14.12 28) XL T,
f%a 7 K L A From_Addr (byte address Tid7: < word address) £#& 177 F L A To_Addr (word address) %
BETDHI LWL, HENr Yy b2 —EBIZZ{FTE 5. From_Addr & To Addr I A0 R T VLS

IOk 57&%5%4? Fo5NTWEY, FEEIZIZR LA UMBREOL Y AXB ORI N TV, From Addr,
To_Addr 1z, #%E X7z word address D7 K L 212 DPM @ Responsive Link I & 5 — & ﬁ‘iﬁ‘ﬁ’btﬁﬁ
iz, DPM 226 Jaty Y oNZMNTxE U T i)y (DMA §53%) % Fi#id 5 (dreq bit 2 E I N T W5
int bit DE[DIAAZFHLT, V7 NIz T7TZETHILETES.

#il 21, ModeO Z{#H L, From_Addr % 0x00 IZ5%E L To_Addr % 0x07 (byte address: Oxlc) [Zg%E L 7=
&9 %. Responsive Link il 5 PayloadO Payloadl OJEIZ DPM (225 T — X HBELNT WL, Responsive
Link {175 DPM @ 0x06 F I 7 — X B3E PN BEFIZ DPM 226 70t v PANZMNIZ ) (DMA #725%)
ZHMHT 5. (ZDGHE, FEBIZ ii From_Addr (2 IZE R 2.



500 % 14% Responsive Link

H5\WE, Mode0 ZffH U, From_Addr % 0x1f(byte address 0x3c) IZ8%&E U To_Addr % 0x2f(byte address:
0x7¢) IZEE L, & 512 DMAC % continuous mode T3 % &, Payload0~3 D%l & Payload4~7 DFH
BEHEALT, FREFCHELUZDPM K0 RERAERVHER (120 v I Ny 7 7%) LT, %
BT —2&N—FY 27 OATHERWIZHEZET S5 LMNTES. (DPM OT L A7 32— FOHFHANT

X, Y RIT7RKLATE CSHERINDPMIZT 7R ATESL LSIZHFFLTWEED.)
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of fset address DPM for Event | nput
0xC000_00XX
ModeO Model
0x00]  sSource Addr. |Desti nati on Addr. 0x00
Payload 0
Payload 0 0x08
Control & Status Payload 1
Ox10]  Source Addr. |Desti nati on Addr. 0x10
Payload 2
Payload 1 Ox18
Control & Status Payload 3
0x20]  Source Addr. |Desti nati on Addr. 0x20
Payload 4
Payload 2 0x28 S
Control & Status ayloa 5
0x30 Sour ce Addr. |Desti nation Addr. 0x30
Payload 6
Payload 3 0x38
Control & Status Payload 7
0x40 Sour ce Addr. |Desti nation Addr. 0x40 Sour ce Addr. |Desti nation Addr.
Pavload 4 Control & Status
ayloa 0x48 Sour ce Addr. |Desti nati on Addr.
Control & Status Control & Status
0x50 Sour ce Addr. |Desti nation Addr. 0x50 Sour ce Addr. |Desti nation Addr.
Pavload 5 Control & Status
ayloa 0x58 Sour ce Addr. |Desti nati on Addr.
Control & Status Control & Status
Oox60| Source Addr. |Desti nation Addr. 0Ox60] Source Addr. |Desti nation Addr.
Pavioad 6 Control & Status
ayloa 0x68 Sour ce Addr. |Desti nati on Addr.
Control & Status Control & Status
Oox70 Source Addr. |Desti nation Addr. 0x70 Sour ce Addr. |Desti nation Addr.
Pavioad 7 Control & Status
ayloa 0x78 Sour ce Addr. |Desti nati on Addr.
Control & Status Control & Status

Figure 14.11: DPM for Event Input




502 % 14% Responsive Link

of f set address Cont r0| Regl sters
OxFFFE_FOOX for Event I nput

0x0 H From Addr. | To Addr.
0x4
0x8 \ Current Packet N{rrber
0xC] \ Packet Valid St at\Q

node dreq int

Figure 14.12: Event in control register

DPM #IfHIL YR %
DPM OV ¥ 2 & (¥ 14.12 ) ICUT2HET LI 2T, ZEOHMEITS
L CRY (r/w)

e Mode0: mode bit IZ 0 ZF&E. TRXTDNT Y M ZFNFNIZ header & trailer A INE N7 IREET
DPM iZZf33 5.

e Model: mode bit IZ1 ZHE. ~"vXERI1U—FZ2X14.11 D L S IZH8EL TZAE.
e Int: A Y b2 1IZHET DL, ZEKRTKHIZZTOoR Yy FIIZECTEH VAR ERETS.

e Dreq: A¥'vy % 1 IZF&ET 5 &, From_Addr #* To_Addr (Z3%%E U 7z word address {2737 v b
%215 L7287, DMA 25 LT DREQ % %43 %.

o From_Addr: %% X417z word address D7 K L A2 DPM ® Responsive Link il 5 5 — X HiE
PNZBEEIZ DPM 226 7ty N2l U T2 Bigd 5.

o To_Addr: & X 117z word address D7 KL A2 DPM @ Responsive Linkffllh & 57— & BEL N
BRI DPM 225 70t v SN2z U T 2R S 5.

Current Packet Number (r) BfEZEL TWE 87y &S (X 14.11 @ payload F=5I12HY) ZmRT

Packet Valid Status N— KV =z 7F NNV JHL Y AR

14.11.3 Data Output

14.13 1257 =%V > 7 i3 DPM Ok % 723, Data out control register (X 14.14 Z8) XL T,
f%a 7 K L A From_Addr (byte address Ti37: < word address) £#& 177 F L A To_Addr (word address) %
WETDHI LIz, EHEANTY b2 —EIZEEFETE S, From Addr & To Addr i ZFARIZA2D X T WVED

D& BAFEMTONTVED, FEHTFEFUEEO L Y AXPZ ORI NT WS, From_Addr,
To_Addr #:1Z, 3%E X117z word address D7 K L A2 DPM @ 71t v YN A0 & 57— X B3 E0iv 7z It
1Z, DPM %6 Link0 (ZX U CTH 12 BH459 5.

#il 21X, Mode0 ZfHH L, From_ Addr % 0x000 IZ3%E L To_Addr % 0x01f (byte address: 0x07c) IZg%E
L7zt d5. 7aty B NZfllH5 DMAC ® L L& 7B &y $iZ & - T Payloado, Payloadl DJIEIZ DPM IZ
T=anEhrNnze T 5L, DPM O 7ty Y7 5 word address 0x01e FHiLiz 57— & f)‘ii) N7z
DPM #%*& Responsive Link @ Link0 (Z 12 Biad 5. (Z 084, EBIZIE From Addr (ZIEEEA .
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H5WE, Mode0 Z{HH U, From_Addr % 0x0ff(byte address 0x3fc) (28 L To_Addr % 0x1ff(byte ad-
dress: 0x7fc) IZ%E L, & 512 DMAC % continuous mode TS % &, Payload0~15 OFElE & Payload16
~31 OFIRAEMHAL T, FREFITHELZDPM L0 KERERFRT—XE2N— N7 27 DA THEEE
TEH5ILNTES. (DPMOT FLATa—ROHPEANTIE, ¥ FUT7 FLATH CSAEKET L DPM IZ
TORATEDLEDITHEILTWS D)

of f set address DPM f Or Da.t a QJt pUt
0xCC00_OXXX
ModeO Model
0x000 Sour ce Addr. |Desti nati on Addr. 0x000
Payload 0
Payload 0 0x038
Control & Status Payload 1
0x040 Sour ce Addr. |Desti nati on Addr. 0x070
Payload 2
Payload 1
Control & Status
0x080 Sour ce Addr. |Desti nati on Addr.
Payload 2
Control & Status ~ ~
0x0C0) R R
~ ~
v v
0x780 Source Addr. |Desti nation Addr. 0x770
Payload 34
Payload 30 OXTAB —
Control & Status Pay oad 35
ox7co| Source Addr. |Desti nati on Addr. 0X7EQV A
i i
Payload 31 Ox7F8 Sour ce Addr. Desti nati on Addr.
Control & Status 0x7F( Control & Status

Figure 14.13: DPM for Data Output



504 % 14% Responsive Link

of fset address Cont r ol Regl ster
oxrrrE_FOX  for Data Qut put

0x0 | J From Addr. | To Addr.
0x4 \ DVA Counwer
0x8 \ Current Packet N\nber
\
nmode dreq I nt

Figure 14.14: Data Out Control Register

DPM #IfEIL Y R %
DPM OHIHIL ¥ 2 X (¥ 14.14 B8) 12D TFA2RETEZ 2T, ZEQOHMEETS
HEL SR8 (r/w)

e ModeO: (r/w) mode bit {2 0 ZF&E. $TXTD Y7 v M headr & trailer Z {19 5.

e Model: (r/w) mode bit IZ 1 Z3E. HREITILIED header & trailer Z(FHS 5 (TRTD/NT Yy
N DA — & 75 5).

o Int: (r/w) Ay F% 1IZERET S &, ¥ THHIZ EOP(End Of Packet) &0 AA%Z LT 5.
e Dreq: (r/w) Aty b% 1IZ&ET S &, DMA Counter IZ3%E LU 72 [H1$53 7217 DMA %217 5.

e From Addr: (r/w) #%E X 117z word address D7 K L AIZ DPM O 7B X v N2 67— &
MEPNZBENIZ DPM A5 Link0 (X U T 2 Bliad 5.

e To_Addr: (r/w) #%& X7z word address D7 K L ZIZ DPM @ 70ty N2l 67— X 3
AV BEEIZ DPM %25 Link0 (2% U THOI 2 I 5.

DMA Counter (r/w) DMA O %$EET %

Current Packet Number (r) BHERXEINT WS 37 v MES (¥ 14.13 @ payload H = 12HY) Z2R_T

14.11.4 Data Input

14151257 =&Y > AJ1fH DPM Ok % 723, Data in control register (¥ 14.16 28) (2L T, B
£7 KL A From_Addr (byte address Ti&72 < word address) £#4 177 F L A To_Addr (word address) % &%

ETHILIZED, HEARTY M E—EIZZEFTES. From_Addr & To Addr IZARIZ 20X T VLD IZ
DS BAFEMITONTVWEA, EEIZEEFEUKREOL Y AZPAZ ORI NT WS, From Addr,
To_Addr #£:12, & X7z word address D7 K L AIZ DPM @ Responsive Link 5 5 7 — X hB3E v 7 5%
iz, DPM 225 7aty B NZMNZK LT (DMA §£3%) 25453 2 (dreq bit 3% E I N TWE55E
int bit DEFDAAZFHELT, VI +Y 17'(;*7’1':'3_5 b TES.

Bl 21X, Mode0 % {HMH L, From_Addr % 0x000 (Z3%& L To Addr % 0x01f (byte address: 0x07c) (2%
E L7722 T 5. Responsive Link fll72 5 Payload0, Payloadl,... DJIHIZ DPM IZ%(5 7 — X BE T WL,
Responsive Link fll7> 5 DPM @ word address Oxle %i’@ T—& ﬁ‘iﬁ‘ﬂf’ﬁgfﬁ'ﬁ DPM 2256 7ot w3
2z 7y (DMA $53%) 2B 5. (Z0%E, FEERITIE From Addr ([ZIXEKRBZ20.)



14.11.

DPM (Dual Port Memory)

505

H5WE, Mode0 Z{HH U, From_Addr % 0x0ff(byte address 0x3fc) (28 L To_Addr % 0x1ff(byte ad-
dress: 0x7fc) IZ%E L, & 512 DMAC % continuous mode TS % &, Payload0~15 OFElE & Payload16
~31 OFIKAEMEHL T, FREFICHELZDPM KD ERERAEVHEE (W1 2V v Iy 7 7%) 12
HUT, ZET—XE2N—RFRY 27 DATEGMICHBZET S A TES. (DPM DT FLATI—FD
HHENTIE, Y RIYTRLVATE CSHPERINDPMIZT 72 ATESLISIZEFLTWAEZD.)

of fset address DPM f or
0xC800_0OXXX
ModeO
0x000 Sour ce Addr. |Desti nati on Addr.
Payload 0
Control & Status
0x040 Sour ce Addr. |Desti nati on Addr.
Payload 1
Control & Status
0x080 Sour ce Addr. |Desti nati on Addr.
Payload 2
Control & Status
0x0Q0
a a
v N
0x780 Sour ce Addr. |Desti nati on Addr.
Payload 30
Control & Status
0x7C0 Sour ce Addr. |Desti nati on Addr.
Payload 31
Control & Status

Figure 14.15: DPM for Data Input

Dat a | nput
Mbdel
0x000
Payload 0
0x038
Payload 1
0x070
Payload 2
0x0AS8
A= A=
0x070
Payload 31
0x700 Sour ce Addr. |Desti nati on Addr.
Control & Status O
0x708 Sour ce Addr. |Desti nati on Addr.
Control & Status 1
Y A
Ox7F8 Sour ce Addr. Desti nati on Addr.
0x7F( Control & Status 31




506 % 14% Responsive Link
of f set addr ess Control Registers
OxFFFE_F80X for Data [ nput
0x0 | J Fr om Addr. | To Addr.
Ox4 \
0x8 \ Current Packet N{rrber
0xC \ Packet Valid St at\Q
\ N
mode dreq I nt
Figure 14.16: Data In Control Register
DPM #lfHIL YR %

DPM D#IfHIL VA& (X 14.16 ) IZU T2 RET S I LT, ZEOHIEZITS.

HBEL SRS (1/w)

e Mode0: mode bit IZ 0 ZF&E. TRXTDNT Y M ZFNFNIZ header & trailer A INE N7 IREET

DPM IZ%f5E 1%,

e Model: mode bit IZ1 ZHET. ~"v X RO —FE2X 14.15 DL S IZ0H L TZ{E.
o Int: Ay M2 1IZKET DL, ZERTRIZTO Yy VIZZERETEHIDIAAZRET S.

e Dreq: A¥' v b%& 1IZ&ET % &, From_Addr 7 To_Addr 123 %E L 7= word address (27577 b
%212 L7252, DMA 2% L C DREQ 2 %/E7 5.

Current Packet Number (r) BIfEZELTWE X7 v hES (X 14.15 O payload H5IZHHY) Z/mRT

Packet Valid Status N"— RV 7TV 7HL I AR

14.12 BIEAE
14.12.1 FE&

1.

2.

TAEHE D FE— Responsive Link EHEHREL VAR

) > o O#IRA{L— Responsive Link fI# L1 ¥ A %

V=T 4 VT T—=TNDNAY J LA ~—Responsive Link NA)IZITARLI AR

N—TF 4 VT T —TILDHK

=T 4 VT T =T NDNAY Y — A Responsive Link NAV I ITANLVIAR

DPM D% E—Event in/out control ¥ A X E X, Data in/out control L ¥ A X

DPM 2T =22 EZRAEL — ATy biEE
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DMA #RW/ik(E

DPM OEEIZIEYRIERLRHS. LarL, VAKRYYTY U2 TiE, DMA & DPM 243U CE#IfET %
ZeT, DPMOBRERZWADZ LI KRERT 22 —BIIEETHIEDARETHS. TOBEOFIEIZLAT
DY THB. 72720, BT —XEIL N packet S THBZ L ENET 5.

DPM D E

1. NOWE D> bR RDEDE LTS, 2L, T—XV 7 TIHi<36, 1RV M) V2T f<15 T

HbHELT 5.
2. DPM ® DMA Counter % (N/f)-1 IZ8&ET 5.

3. DPM ® MODE1_HEADER /&' MODE1_TRAILER IZ48%: 8 K U7 v s DFEOREMWE (ZEMT
DEGAHT ) 2 HRET B,

4. DPM ® 2> b E—)L L Y Z X% mode 1,from(0),to(f*0xe+0xd),DREQ (23 E T 5. (mode 0 TiE(F
T 554, DMA OETIZIE STy NOETTF—XBRGFEHEL TV EBERH L. 72720, ZOBA
WE 3 I3 AN TEE. )

DMA DFEE

1. DMA ORRETLEEEFELIZWVWT —Z ORI N T VWD AEY DT F L AITHRET 5.
2. DMA DX{F/E % #EH DPM OEHEDT KL RIZT 5.

3. DMA D%{5%:% (/5 H DPM OEFHD T R L AIZT 5.

4. DMA @3> hu—LL Y2 &% SAU, RL, MTM, ST % ON 123 5. (20 ST I= £ % &84 DMA
Counter DFEERHZZ LG\ 1 [HIZHYST5)

14.12.2 HEEBEDOEFEDIFER

HHEEZTABICHEETREE, Z20R—R222FTHs, TFFNFhOR—-RIzBWT NEE
HWEOHE] 217\, 51T, TNFAOFR—FRIzBWT TV vy 27o@lifk] 2175.

WK, BEEEIXE U TRIFNERS W, 2, U V2 OWUHHLIEAR — RE2DRIFTHh ST hRWEHE
WEVNTERVOTHERTS I L. TOMOBEIFMEINZER—FTITS. (E=X TOME@EEITIE, Vv
I DOHIILEY 2=V EERL, F—F20R0F7-ds, TOEV2—LVE2EFTEHI IZLDHEREZ
15.)

14.13  Responsive Link DEIVAA> hO—F

[RQI~4 I DPM DY b E—)L LY AXD from addr & to addr £ T/XT v M DEEL 72RO EGAATH
5. £72, IRQL~6 VARV T v ZEAAT ) T LY AR (0xfffe_000c) IZRIEL TW5.
Initial Address: Responsive Link IRC: 0xfffe1000



508 % 14% Responsive Link

14.13.1 LRI <v S
offset 31 2423 1615 8 7 0

0x00 31ch|30ch |29ch|28ch|27ch|26¢ch|25ch|24ch|23ch|22ch|21ch{20ch|19ch|18ch|17ch|16ch
0x04 15ch|{14ch|{13ch{12ch|11ch|10ch| 9ch | 8ch | Tch | 6¢ch | 5ch | 4ch | 3ch | 2¢h | 1ch [0x00
0x08 Request Sense Register 0
0x0c Request Clear Register 0
0x10 Mask Register MI
0x14 26’h0 fcL] IRL Latch
0x18 31’h0 J*/lud\

Table 14.4: Responsive Link VY AX Y TDX 74y b
’ Offset ‘ Name

0x00 RLIRC_TMRO_.OFFSET
0x04 RLIRC_TMR1_OFFSET
0x08 RLIRC_RSR_OFFSET
0x0c RL_IRC_RCR_OFFSET
0x10 RLIRC_MR_OFFSET
0x14 RL_IRC_ICR_OFFSET
0x18 RLIRC_MOD_OFFSET

Table 14.5: Responsive Link IRC ElDAHR~ v 7

’ IRQ ‘ Name
TRQ31~IRQ14 | Reserved
IRQ17 RL_EVENT_TIMEOUT_IRC
TRQ16 RL_DATA_TIMEOUT_RC
IRQ15 RL_ROUTING_FATAL_IRC
TRQ13 RL_DEC_RESET_IRC
TRQ12 RL_IRQ_DOWN
IRQ11 RLIRQ-WAKEUP
IRQ10 RLIRQ-FATAL
IRQ9 RLIRQ-TABLE
IRQ8 RL_IRQ-WAIT
IRQ7 RLIRQ_-CONT
IRQ6 RLIRQ_EVP_IN
IRQ5 RL_IRQ-DAP_IN
IRQ4 RLIRQ_EV_INEOP
IRQ3 RL_IRQ_DA_INEOP
TRQ2 RLIRQ_EV_OUTEOP
IRQ1 RLIRQ_DA_OUTEOP
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IRQ

Name

Description ‘

RL_EVENT_TIMEOUT_RC

RL_DATA _TIMEOUT_IRC

RL_ROUTING_FATAL_IRC

RL_DEC_RESET_IRC
RL_IRQ_.DOWN
RL_IRQ WAKEUP
RL_IRQ_FATAL

RL_IRQ_TABLE

RL_IRQ.-WAIT

RLIRQ.CONT

RLIRQ-EVP_IN

RLIRQ-DAP_IN

RL_IRQ_EV_INEOP

RLIRQ-DA_INEOP

RLIRQ-EV_OUTEOP

RL_IRQ_-DA_OUTEOP

Event Timeout TRQ
Data Timeout IRQ

Routing Table ECC 2
@I T — B3RS (Far
tal IRQ)

B 7 —ELAA FI
(Fatal IRQ)
V=Tt v I T—=TI
#A A RTIRQ (Rout-
ing TRQ)

R IERLA A WIRQ
(Wait IRQ)

VARV T vk
fe#l3A A CI (Continu-
ous IRQ)

Event Packet-In IRQ

Data Packet-In TRQ
Event-In End of Packet
Data-In End of Packet
Event-Out End  of
Packet

Data-Out End  of
Packet

Event Input DPM IZG%)72 T — X D3 A > TW B IR
ReTRE U272 7 7 2 A0 & FE
Data Input DPM (ZE&72 T — X B A > TWBIR
RBCHE UM T 72 A0 & FE
Routing Table IZ[FIEAFRELR T 7 —HEET S
GE I

FaA—=X—=VUtv hU7& EDEAA
Voo R L6 RE

Voo Ty Lo E

A5y MZEEARAER T T - EHET 55
HITHRE

N—F 4 VI F—TNIZevyF TR M) ATE
ELURWGEITRAE

7w MIBWER U SDRAM Z{#iH L T\ B EIZ,
BV L SDRAM 238 51274 5 LG
HAAE HENE LT 5

SDRAM (B X =87y " WAL w FIcEE
REIniz (HEEINE) BIZEE

EAAT T 7 fFED event /37 v b EZE LK
R

HAAT T 7 ED data /87y b EZEFUERIC
B

Event-In DPM T#&E U785t E Ty M &%
Uz HRAE

Data-In DPM T#&E L7 T/ v N 2%(E
U7 BRIZ A

Event-Out T DPM 2 587w b % F8F U 72 BRIz
FH

Data-Out T DPM %2 587w k& F4H U 72 BT F
S
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DMAC

32/16/8 bit I/F

AHF ¥ 4

BSENEAL « [EEEEE KRV T Y FrE Yy

Memory to memory $z1%FHE

Bus sizing £%8E (8, 16bit I/0 H)

e Bus swapping £%#E (8, 16bit I/O HI)

151 LRIy S

DMAC AT FL A
DMACO0 FFFF0000
DMACI1 FFFF1000
DMAC2 FFFF2000
DMAC3 FFFF3000
DMAC4 FFFF4000
DMAC DIAG | FFFF5000

offset 31 24 23 16 15 8 7 0
0x800 - PR
0x804 - e
0x40* (x)+0x04 PSA<31:0>
0x40*(x)-+0x08 MDA<31:0>
0x40*(x)+0x10 - }DAE#AL{BMIRL]I’CI*&TI\}IMRS?I’IIGPISI’ISIGI s8 lIERIED ST
0x40*(x)+0x14 - ER|ED
0x40*(x)+0x18 LN<31:0>
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% 15% DMAC
15.1.1 DMA #IEIL Y R%
SRR VAR
Offset: 0x800
31 10

@

Field Name Function
PRI

PRIority :Default 0 A&y MEDMA F¥ 2VD T I 4 ) T4 %183 0:7
FAX) T2 XxT 7Ry 1: 75404 5 1 1% chO>chl>ch2>ch3

15.1.2 DMAZE|YIAHV )T L IR
Offset: 0x804

31

Field Name Function

IC

Interrupt Clear Aty MEDMA EIDRAADZ VT %475, 0:FHDIAAT Y
7

15.1.3 KR—KN/"YV—ZXFRKLALIR¥

Offset: 0x40*(x) +0x04

31

PSA<31:0>

Field Name Function

PSA<31:0>

Port/Source Address :Default X F ¥ %)L x D DMA IZX L, A€y MIAE
V5 1/0 ~NDEEDR; (MODE LY AZD MTM Ew hH0) R—F7 K

VAZERL, ABUNPSATYADIEEXDOR (MODE LY ZAXD MTM v
r231) V—AT7 KL AZRT.

15.1.4 XEY/ TRT14%x—>3vVF7KRKLALIYRY
Offset: 0x40*(x) +0x08
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31

MDA<31:0>

Field Name Function
MDA<31:0>

Memory/Destination Address :Default X F ¥ )L x D DMA IZH L, K
MIAEY DS 1/0 ~NDEEEDKE (MODE LY AXD MTM Ew hH0) A€
V7 RUVAZRL, AEBYPSAEYADIEEDK (MODE LY A &ZD MTM
Ey b)) TAT 4 42— a7 NV A%ZRT.

15.1.5 EE—FHIEIL YRS
Offset: 0x40*(x) +0x10

31 1514131211109 8 7 6 5 4 3 2 1 0

passad]su| ne [perfirafun]saefisr] se [sio] ss [mnfien] st |

SA b/ Y—F



514 % 15% DMAC

Field Name Function

DAS Destination Address Update :Default X 0:AEU 7 RVAL VAR THREL
727 RUADROEERIZBHEHINDG. LAEY T FLVALVYZXDHIE, &
BITHEXET 2T VALY 1 U= RE2RT.

SAU Source Address Update :Default X 0:iR—F7 RVALV VAR TCHRELZT
RUABRDERIZBHHINS. LAF—F7 VALV Y ZZDIHIZ, H&IZ
k% fT>7T7 KL ALY 17— REERT.

BM Burst Mode :Default X 0:/¥— 2 Mgk % Auto Negotiation TIHRET 5.
LERHIFIZ N — 2 MiEE T 5. HARIZ OnicidLanz &

RL Responsive Link :Default X 1:L AR 71 > 27 DPM 1243 % DMA #z
Ex21TD.

PCI PCI :Default X 1:PCIZx} LT DMA #5325 %47 5.

MTM Memory To Memory transfer :Default X 0: 3 —hF7 RVAV YRR THEL

721/0 & AEVHODO DMA #%(ThH 5 Z L 2T, EHAIE MR €y MZ
THRETS. LV—ATRVARSTAT 43 —Yary 7 RLVAAN, LYTA
VIARTHRELZNA MNIDT— X% DMA 5% %2175, 7T RLAAD VX
X UP HRIDOADAD Y T 5. £z, 484 "D U X)) TR LRI
KOV Y7 AD DMA #z5i% 1% Memory To Memory TikH¥ R — bk L7z,

MR MR Memory Read :Default X 0:I/O O A EYANDIETHD Z L &Y.
LAEYDRS[JONDEETH D Z L 2mT.

32P 32bit I/O Port :Default X 0:don’ t care 1:MTM v k2% 0 DI 32bit D
[JOKR—bEeDEETHE I LERT. ZOK, F—F7NLZADEY M1, 0
I NS,

16P 16P 16bit I/O Port :Default X 0:don’t care 1:MTM &' k230 DK 16bit D

[JOR—PLDEXETHBILERT. ZOK, F—F7FLADEY b0 IE
I, vy b 1LIZ&D EDT—EZNRIER TN D (D31-16 or D15-0)
ZRT.

8p 8P 8bit I/O Port :Default X 0:don’ t care 1:MTM &' v k%0 DI 8bit D
[/OR—bDETHE I LERT. ZOK, K—h7RKLADEY M1, 0
D EDT =2 NRIZER T NS H (D31-24 or D23-16 or D15-8 or D7-0)

ZRT.

S16 Swap at 16bit :Default X 0:don’t care 1: 16bit A TF—X D AT v 7%
5. s[A[B|c[D|o -3 [c|[D[A]B]oO

S8 Swap at 8bit :Default X 0:don’ t care 1: 8bit i TTF—X DAY v F&4T

-

5. 31 |A[B|[c|[D]o -3 |B|A|D|C]0
S16=1,98=1 %%y FTBLUFDLIICAT v TEN 5.
si|A|[B|Cc|D|o —»31[D|C|B|A]O

IER Interrupt enable of ER-bit :Default 0 0:#[AA%ZFAE LRV, LEFAAFE
ZEFAY 5.

IED Interrupt enable of ED-bit :Default 0 0:EAAZFAE L7\, LELAAFEE
AT 5.

ST Start :Default 0 0:DMA g% {E1EXE 5. 0% 51 M& DMAC (Z#ffb

N5, 1:DMAIEXZEEHT 5.

ARUVYAXRTRETEDE— FFRR=—YD@EDY TH Y, TNIUNDHKE TIEEEDLRIEIL L 7220,
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BLEE— R ATy Tl | AT THY | AVvTHY | VLI VUT ATV
(S16=0,88=0) | (S16=0,58=1) | (S16=1,58=0) (S16=1,58=1)

A€ (32bit) AE Y (32bit) O x x O

AEY (32bit) | I/O 32bit(D31-0) O O O O

I/O 16bit(D31-16) O x x O

I/0 16bit(D15-0) O x x O

I/0 8bit(D31-24) O x x O

I/0 8bit(D23-16) O x x O

I/0 8bit(D15-8) O x x O

I/0 8bit(D7-0) O x x O

AEY (D31-16) | 1/08bit(D31-24) O x x O

15.1.6 RAT—YRXALIYR¥

Offset: 0x40*(x)+0x14 4 kU —F

31 2 10

[ex[eo]

Field Name Function

ER Error :Default 0 0:don 't care 1:DMA #gikdz T 5 — 234 L T DMA ¥z
EWMEIELZZ %2R, Ay MI0ETA NTHE7) TIN5,

ED END :Default 0 0:don’ t care 1:DMA HEEDNE T 5 & LIZREI NS, K
Ey MI0ZESAMNTHEI7UTINS.

15.1.7 EEL VI RLIRY

Offset: 0x40*(x) +0x18

31

LN<31:0>

Field Name

Function

LN<31:0>

transfer LeNgth :Default X F ¥ %)L x ® DMA XL, KL YA X ITHRE LV
VI RA%ERY. BALEANA N THS.

15.2 I/O DMA Y TR b

DMAC D& F ¥ 3 IUIZIXT/0 55D DMA U 27 T A b %5 CTlik 2 QB CHGT 2 HERENEIET 5.
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% 15% DMAC

DMACO | chO reserved
chl reserved
ch2 reserved
ch3 reserved

DMACI1 | chO Extbus0
chl ExtBusl
ch?2 reserved
ch3 reserved

DMAC2 | ch0 | RL event in
chl RL data in
ch2 | RL event out
ch3 | RL data out

DMAC3 | chO SPI0
chl SPI1
ch2 ExtBus2
ch3 ExtBus3

DMAC4 | ch0 | UARTO RX
chl | UARTO TX
ch2 | UARTI1 RX
ch3 | UART1 TX




017

DMACDIAG

32/16/8 bit I/F

ANTF ¥ b1

BSENEAL « [EEEEE KRV T Y FrE Y

Memory to memory $z1%FHE

Bus sizing %88 (8, 16bit I/0 H)
e Bus swapping B (8, 16bit I/O H)
e DMAC £ — K /Write Only € — F /Read with Compare € — F /Write and Read with Compare € — F
DMAC DIAG (% DMA Controller IZAEY F v 7f&EEZBMUZEY 2 —)VTh5. @FD DMA Con-
toroller DFEEEIZMA T 3FBHDOAEY F v 7 E— Fa2FD. K161 ITHHEE— FOMEZ/RT.

Table 16.1: DMAC DIAG Q#EE— R

EEE—NR 2L
DMAC €— R JEHE D DMA Controller & [FFkDEEE %175
Write Only €— R T—=RNy 77 DEEY A7)y ZIZEEZRAD
Read with Compare € — K AAATEE T =R Ny 7 7 Ofa% iR d %
Write and Read TNy 77 DEEY A7)y 7IZEZAARLE,
with Compare €— N HU7 RLRZHUTHALLEZITY, =22y 77 DEL KT 5.

16.1 LIYRYTY S

R—=A7 FV A
DMAC DIAG | 0xFFFF5000
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% 163 DMACDIAG

offset
0x800
0x804
0x808
0x80C

0x810, 0x818
0x814, 0x81C
0xCO00 - 0xC1

0x04
0x08
0x10
0x14
0x18
0x400
0x404
0x408

16.1.1 DMA #IEIL YR ¥

31

2423

16 15 8 7 0

[PRI|

1C

AEI

- | cmp err

Current Error Address

Error Address

Error Data

7

Data

PSA<31:0>

MDA< 31:0 >

[DM [ BL }DT!*DTJ\*DAE*SAL{BMIRL]PCt{iT]\]]MRzszmpIspIsml o e

ER|ED

LN<31:0 >

- [Reset

IAN

N I Compare

748/ —=FK
Offset: 0x800

31

10

|

: =

Field Name

Function

PRI

PRIority :Default 0 AE» MIDMA F¥ XNVDT A4 AV T 1 Z2/RF 0:7
FAXV Tk T Naey 175144 T 1103 ch0 > chl > ch2 > ch3
DMAC DIAG OF ¥ V3 )VIiE 1 DDA TH S H, AL I DMAC L DH
BEEEO7ZDEINTWS

16.1.2 DMAZ|YIAHV) T L IR

Offset: 0x804

31

10

Field Name

Function

IC

Interrupt Clear Aty MMEDMA EIDAADZ VT %2475, 0:FHDIAAT Y

7
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LVIORASY S
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16.1.3 IVRF7YHFILRLIRH

Offset: 0x808

31 30 8 7
’AEI - cmp err
Field Name Function
AE All Compare Error: AEw MIAE®V Fzv 7 TRELAZT T RN ERT.
0: BECOAEY F v ZHPIER 1 LEFAERAEY F v 725 —0%4
cmp err Compare Error 7 —& /Ny 7 7 L OHEHFERZ /RS, 0: EH 1 €y MiE
WX )59 % Data Buffer & O LLERKRFIZ T 5 — 0354

16.1.4 ALY MNIZ—F7RLRALIRY

Offset: 0x80C

31

Current Error Address

Field Name

Function

Current Er-
ror Address

AKVIAZFAE) F 2y IV TZIT—=DRRELVEHDOT KLV A% RT.

16.1.5 IS>—7RKLALIRY

Offset: 0x810, 0x818

31

Error Address

Field Name Function
Error Ad- | KVVRRBEAE)F 2w I TTIT—NHLELEZT KLAERT.
dress

16.1.6 IT>—5F—4LTR%

Offset: 0x814, 0x81C

31

Error Data
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Field Name Function
Error Ad-

RKUVARIIACRYF v I T T —=DFKELKHD

RAIAATEZERT.
dress

16.1.7 FT—491\v I 7L IR¥

Offset: 0xC00 - 0xC1C

31 0
Data
Field Name Function
Data DMA S5 FHDNY 7 7. ANy 77 2 AWTEZAARLIKEZITS.
16.1.8 HR—br "Y—RFZRLALIYR¥
Offset: 0x04
31 0

PSA<31:0>

Field Name Function
PSA< 31
0>

Port/Source Address :Default X F ¥ %)L x D DMA IZX L, A€y MIAE
V15 1/0 ~NDEEEDR; (MODE LY AZD MTM Ew hH0) R—F7 K

VAZRL, AEYDSAEY ANDIGEDR (MODE LY 2 XD MTM v
Y1) V—AT RV A%RT.

16.1.9 XEY / FTRF4x—Y3aVF7RKLALIRY
Offset: 0x08

31

MDA< 31:0 >

Field Name Function
MDA< 31 :
0>

Memory/Destination Address :Default X 7+ %)L x D DMA XL, K
MEAEY DS 1/0 ANOEEEDK: (MODE LY ZAXD MTM Ew hH0) AE
V7 RURA%ZRL, AEYDRSAEYADIRKEDK (MODE L YA XD MTM
By b)) TAT 42— ayT RV A%ZRY.
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16.1.10 EEXFE— R&IEIL DR %
Offset: 0x10

31 212019181716151413121110 9 8 7 6 5 4 3 2 1 0

| - [DM [ BL prdpmpdoaclon e [reraslae]er] o o] oo el o7]

48/ —FK
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Field Name Function

DM Diag Mode : Default 0x0 DMAC DIAG OEfEE— R Z&ET 5. 0x0:
DMAC Mode (% ® DMAC O#Eiff &% L) 0x1: Write Only Mode 0x2:
Read with Compare Mode 0x3: Write and Read with Compare Mode

BL Burst Length : Default 0x0 HA/N—A FRZFRET S,  0x0: 8 /¥—A b
Ox1: 4 N—R b 0x3: ¥ v ZIViRk

OTE One Time End : Default 0x0 AY v h231 DK, One Time Mode T D%
PRTUEZERT.

OTM One Time Mode : Default 0x0 DMAC DIAG DEE[EE 2% ET 5. 0:
DMAC DIAG % @%@ 095 1: DMAC DIAG % 1 EOMAEHT 5

DAS Destination Address Update :Default X 0:AEU 7 RVAL VAR THREL

727 RUADROERIZBHEHEINDG. LAEY T VALY ZXDHIE, &
BITHIEREEIT =T RLVALD 1 U= REERT.

SAU Source Address Update :Default X 0:: R—F7 RVALV VAR TCHRELZT
RUZADPROEERIZBHEHEIND. LE=FT VALY ZXDOfHIL, BEIC
k% fT>7=T7 KLV ALY 17— RgEERT.

BM Burst Mode :Default X 0:/¥—2A FHEE LRV, 1N— A MRS 5.

RL Responsive Link :Default X 1:LVAKR> 7)) > 27 H DPM 253 % DMA iz
Ex2ITD.

PCI PCI :Default X 1:PCILZxf L C DMA #5% %17 5.

MTM Memory To Memory transfer :Default X 0:: R—hF7 FVALV Y AXTHEL

721/0 L AE VMO DMA BGETH D Z L 257, EEHAIZ MR €y MZ
THETS. LY—ATRVADRLTAT A 2—>Yav T RVAAN, LYI A
VYARTHRELIZNA MIUDT — X% DMA 536 %175, 7 RVAAY VA
X UP ARIOADAD Y T 5. £z, 484 "ND U X)) Th\WEE LRI
KOV ¥ 7 A0 DMA 5% 1% Memory To Memory TiEH¥ R — kL7,

MR MR Memory Read :Default X 0:I/O 5 AE U ADIETH S I & &2mT.
LAEVPS /O NDILETH S Z & &2mRT.

32P 32bit I/O Port :Default X 0:don’ t care 1:MTM E'v k230 DI 32bit D
[/OR—MLDEXETHEILERT. ZONR, K—rT7FLZADOEY 1, 0
ST NS,

16P 16P 16bit I/O Port :Default X 0:don’t care 1:MTM &' k230 DI 16bit D

[/JOR—hLDI(THBILERT. ZOK, K—F7RFLADOEY k01X
I, v P 1LIZEY EOTF—ZNRERE NS (D31-16 or D15-0)
ZRT.

8P 8P 8bit I/O Port :Default X 0:don’ t care 1:MTM &' k730 DI 8bit D
[/OR—MEDEXETHEILERT. ZOK, K—rT7FLZADOEY 1, 0
WZEDEDTF—=RNRZERHRI NS H (D31-24 or D23-16 or D15-8 or D7-0)

ZRY.

S16 Swap at 16bit :Default X 0:don’ t care 1: 16bit i TTF—XDAT v T'%
5. 31|A|[B|C|D]o »31[c|D|[A][B]o

S8 Swap at 8bit :Default X 0:don’ t care 1: 8bit i TTF—XD AT v S %47

5. s1|A|B|c|D|]o =31 |[B|lA|D[C]oO
S16=1,88=1 %t v hTBEUTFDLIICAT Yy TE N5,
si|A|[B|Cc|D|]o =31 [D|C|B|A]O

IER Interrupt enable of ER-bit :Default 0 0:#[AA%ZFEAEL RV, LEFAAFRE
AT 5.

IED Interrupt enable of ED-bit :Default 0 0:#[AAZFAE L7, LELBAAFE
ZiFY 5.

ST Start :Default 0 0:DMA BZi%%2{E1EXE5. 0% 71 & DMAC IZ#H L
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AUVIVARTHRETEDZE—RNZRR=—VOBYTHY, TNUNORETIZENEDOMHIEILL 22\,

HRE— N ATy TRl | ATwTHY | AT THY | VMLVIZUTAT YV
(S16=0,58=0) | (S16=0,58=1) | (S16=1,S8=0) (S16=1,58=1)

AE Y (32bit) AEY (32bit) O x x O

AEY (32bit) | I/O 32bit(D31-0) O O O O

I/O 16bit(D31-16) O x x O

I/0 16bit(D15-0) O x x O

I/0 8bit(D31-24) O x x O

I/0 8bit(D23-16) O x x O

I/O 8bit(D15-8) O x x O

I/0 8bit(D7-0) O x x O

AEY (D31-16) | I/08bit(D31-24) O x x O

16.1.11 RT—% AL I R¥

Offset: 0x14 51 b/ VU —NK

31 30 29 28 27 2 10

pEEE

EE

Field Name Function

ER Error :Default 0 0:don’ t care 1:DMA B£3XH1Z =5 — A3 LT DMA 5
EWEIELZZ %2R, AEY MI0E2TA NTHE7) TIN5,

ED END :Default 0 0:don’ t care 1:DMA (A& T35 & 1IZHEIND. K
Yy MI0ZEIAMNTHLI7YTINS.

16.1.12 EpEXL VI RAL VYRS

Offset: 0x18
31 0
LN<31:0>
Field Name Function
LN< 31 transfer LeNgth :Default X F ¥ )L x ® DMA IR L, ALYV AXITEEE L

0>

VI A %R, BALINT P THB.







925

L7

INAY A D EER € DMA

17.1 ADMA DO

256 bit < 32 bit DNAY A VU & LB SRS S, XD T P L2 ROEXREE 32byte 75 1 >
TRITNIER S0, N M ETons.

offset 31 2423 16 15 8 7 0
0x00 - IIC
0x04 PSA<31:0>
0x08 MDA<31:0>
0x10 - IDALlSAL{BMI - 4/1TI\IIMRI - lIERIED ST
0x14 - ER|ED
0x18 LN<31:0>

17.2 HIEL YR 4Y A
17.2.1 DMAZEWYRAAI YT LIRH
Offset: 0x00

31 10

Field Name Function
IC Interrupt Clear Aty MIDMA EIDRAADZ VT %475, 0:FHDAAT Y
7
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17.2.2 KR—KN/"Y—RXFRLALIR¥
Offset: 0x04

31

PSA<31:0>

Field Name Function
PSA<31:0>

Port/Source Address :Default X F ¥ %)L x D DMAIZX L, Ay MIAE
V5 1/0 ~NDEEDR; (MODE LY AZD MTM Ew hH0) R—F7 K

VAZERL, ABUNSATYADIEEXDOR (MODE LY ZAX D MTM E'v
r231) V—AT7 KL AZRT.

17.2.3 XEY / FTAFTF4x—>avF7RLALIRH

Offset: 0x08
31 0
MDA<31:0>
Field Name Function
MDA<31:0> | Memory/Destination Address :Default X F ¥ &)L x ® DMA IZX L, AEv
MEAEY DS T/0 NDIEEDK (MODE LY AZDMTM EY bH30) X E
V7 RLVAZRL, AEVNSAEYADIEXDOR (MODE LY AZD MTM
Ey h1l) AT 42— av7 NV A%RT.
17.2.4 EBEETE—REHEEILORS
Offset: 0x10
31 151413121110 9 8 7 3 2 1 0

- padsadsu| - frrafsun] - |terfimo] st |

74/ —=F



17.2. RV Y 2 XEEM 527

Field Name Function

DAU Destination Address Update :Default X 0:AEU 7 RVAL VAR THREL
727 RUADROEERIZBHEHINDG. LAEY T FLVALVYZXDHIE, &
BITHEXET 2T VALY 1 U= RE2RT.

SAU Source Address Update :Default X 0:iR—F7 RVALV VAR TCHRELZT
RUARRDEERIZEMAING. 1R— T RLAL YR X O, R
X Z2fT>727 FLALD 1 U—RNEERT.

BM Burst Mode :Default X 0:/N— A MEEE L 72V, 13— A MEIET 5. 32bit-
DMAC X I3E7 D, 2R\ e bmreq 2 H I W28, FEARMIZIZ 12T
=

MTM Memory To Memory transfer :Default X 0: R—F7 RV ALV YA X TREL
721/0 & AEVHEODO DMA #£%(ThH 5 Z L 2/RT. EEHAIE MR €Y MZ
THETS. LY —ATRVANSTAT 42— av7 RLAAN, LY IR
VYZRZTHE LTINS MIUDT — X% DMA 536 %175. 7RV AT UK
EUP AHOADA T Y MeT 5. £z, 434 ST VXD TIRWVEREREIR
KOV ¥ 7 AD DMA #z5i% 1% Memory To Memory TikH¥ A — bk L7z,

MR MR Memory Read :Default X 0:1/O 5 AEUANDIKETH DI L &2mRT.
LAEYDS I/ONDEETH DI L Z2mT.

IER Interrupt enable of ER-bit :Default 0 0:E#[AAZFEAE LR, LEFAAFE
Y5,

IED Interrupt enable of ED-bit :Default 0 0:#AAZFEE L2, LEBAAFEE
AT 5.

ST Start :Default 0 0:DMA ¥xk % £1EXE 5. 0% 71 Mg DMAC IX##/b X
5. 1:DMA X2 EHT 5.

1725 RT—YRALIR¥H
Offset: 0x14 1 /U —FR
31 210

- e

Field Name Function

ER Error :Default 0 0:don’ t care 1:DMA B5XH1Z T 5 — A3 LT DMA #5
EWEIELZZ2RT. AEY MI0Z2IA T2 TIN5,

ED END :Default 0 0:don’ t care 1:DMA BRIEDE T3 5L 1IZEREIND. K
Yy MI0ZETANTHEI2YTINS.

17.2.6 EEL VI RLIURY

Offset: 0x18
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31 0
LN<31:0> \

Field Name Function
LN<31:0> transfer LeNgth :Default X F ¥ )L x ® DMAIZX L, RL Y AR (Tf%EL
VI AERT. BALINA N THD.




529

13

INVARDOUE

18.1 /SILRAVVIBE
o fiifH (2 A1) 12L& 3 Up-Down Counter (\WHWPBEI T ALY V&)

ZHIZE By b EIDAARERE (V7 Yo7 TERARE

bit I : 32bit

e ILAN YV MERE : IV NIV RTLUIVARIZHONUDBEINTVAEICTR S 0OV A (H]
DIAA) EFHAE

FEVOUVAREDOHFA LV IARKRUVAT—R AL I AR

HERA T

F v 2 IIVE 4

18.2 LIYRH¥AMVHTT—R
18.2.1 /NI RARADVYEHIEL RS

7 RLVA JOVAT D v REIL Y AR
0xFFFF7000 PLSCTRLI[0]
0xFFFF7020 PLSCTRLI[1]
0xFFFF7040 PLSCTRLI[2]
0xFFFF7060 PLSCTRLI[3]
V—R /54 MK
31 30 1211109 8 7 6 5 4 3 2 1 0

] - [pedzs ze [z st 7 fsea] o [ ford] cn]
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Field Name Function

INT Interrupt :Default 0 ro 0:ELAADFAER L. LEHAARTKELTWS. #Hb
ABNEINVAT Y v ZENDIAH, XA REIDAA, ZHEDAZDNT LD
BERTHETS. RVYARARZ)—RTEL, N"VAATVREDAARL ZA
REDAADR TV TIN5,

IPCE Int Pulse Counter Enable :Default 0 0 : 7SIVAH D > RIZ & BE D AA % F
IR, 1 NVAAT UV RIZEDEDAABEZREIED. YV RED
AVRTT—=RAVIARDIELFELL 25 LHDIAAZFET S.

1ZE Int Z Enable :Default 0 0 : Z #HAJ1H3H o 72812, D AAEFEZ R,
1: ZHATID D - 7B, EIDIAAZFEIES.

ZF Z Flag :Default 0 0 : BUREBIZ Z HTIX W, 1: ZHADNDH - 7B 112
RESINDG. 7V T THEITIZ02EHEL. ZHEVIAA (IZE) 2 BFZLTH
5256, 02EL L ZHEIDIAAZ ) TT 5.

RFZ Reset Flag by phaze Z :Default 0 0 : ZMAIIZ LB AV 2DV £y b 24T
Dlawv, 1:ZHANZEBZ T 200 2y M &TS.

ST START :Default 00 : WX 4 ~%2 Yty FLT, FIEXE5. 1: NERA
NEREHIES.

TI Timer Interrupt :Default 0 0 : AR 1 <12 & 2 ARE] 0 AAE FE S ER.
1: AR I K2 AEI VAR ZREIES.

SEL Select :Default 0 77 > XD Z v FOFIFE— NOENEITS. 0: AV V&
DTy FoiFbi\n, 1: NERA<ICkDFREINHEIZEL > T, FEHIHN
ATV REER T Y TT 5.

MD<4:3> Mode :Default 0 00 : 1IEGTAHY Y b T v 7§25, 01: 2@HETHT Y T Y
75, 1011 4@ETHYYNT Y TTB.

IE Interrupt Enable :Default 0 0:&] D JAAZE L 1:#] 0 JAAF ]

CLR counter CLear :Default 1 0: 477 > &% 2V 7§ 5 l:don’ t care

CE Count Enable :Default 0 0: 77 > X #{£1ET 5 1:h v v R ZREHT S

18.2.2 AVRTF—4HLIR¥Y

7RV A AVRTT—=RVUVI AR
OxFFFE7004 CMP(0]
0xFFFF7024 CMP[1]
OxFFFF7044 CMP[2]
0xFFFF7064 CMP[3]
V—R/"J4 M
31
] CMP<31:0>
Field Name Function
CMP<31:0> | Compare Data :Default X #7 > X f & i 3 bk T — X 2483 5. SEL

bit 250 DIGE, WUV RNRIDMEELL D LE[AAZRFET B,

INIVATIT VR




182. VIARA VR Tz —A

531

18.2.3 HUVHLIRH

TRLA [ AwraLyzx
0xFFFF7008 CNT[0]
0xFFFF7028 CNT[1]
0xFFFF7048 CNT[2]
0xFFFF7068 CNT[3]

) — N
31
CNT<31:0>

Field Name

Function

CNT<31:0>

Count Data :Default X 7w FI/NIVADR AT EINTZHEIZH D VX DERAL Y

ARIZTwFIN5G.

18.24 H4A4XLIRH

7 KL A RAXVI AR
0xFFFF700C | TIMER[0]
0xFFFF702C | TIMERJ[1]
OxFFFET04C TIMER|2]
0xFFFF706C TIMER(3]

DV—=F/J4 i

31

| TIMER<31:0>
Field Name Function

TIMER<31:0>

Timer Data :Default X FEAE D JAA AT 2 X 1 <%

RET D, AV

Roayo2%AT Y MURRA<EEFEL 4B L, SEL bit #*1 D&, #
DiAAEFLEZES.
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19

PWM H4 45

19.1 PWM R4EHBBE
e PWM i1 : AL YV ARDHEIZ L > TT a—7 1 O R BB % H N
e Bit fi§ : 32bit
o JIAXVWKAEHWTPWM 2¥4E9 5/ aXVFHE— RN =MFEEHVZ=AKE—N
o TV NXA LD
o FiB, EGRBLORE
e PWM F ¥ 3 V& Z7NV—¥Y I UTIN—TEIZ ALY fE
o PWM O J& 145D & b JA A F]6E
o NAHHE LTHRATEE
o Fy xRN :12

19112/ aF¥VEE—F, 192 IZ=2MKEE— RO PWM EEE25RT.

T N R A L RKEEH I, BEO PWM BEBRPSHITEIENTEL LS ATV Y TIZH AT —
RIS TWnwad, BRRIZiE, PWMRBERNOT v N XA LA KEEH 1, REV bit 23 T4 Z &2k
b, PWM F4# N+1 CHHT 22N TES.

2, AV VEADAR—FDEBLEZ PWM DIV —T%2EB I ENTE 5.
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% 19% PWM FAEH

19.2 PWMIY hO—JIWLTY RS

VK54 b

31

7RLZ | CTRL LY A&
0xFFFF7200 | PWMCTRLI0]
0xFFFF7220 | PWMCTRLI[1]
0xFFFF7240 | PWMCTRL[2]
0xFFFF7260 | PWMCTRLI3]
0xFFFF7280 | PWMCTRL[4]
0xFFFF72A0 | PWMCTRLI5]
0xFFFF72C0 | PWMCTRLI6]
0xFFFF72E0 | PWMCTRL]7]
0xFFFF7300 | PWMCTRLIS]
0xFFFF7320 | PWMCTRLI[9]
0xFFFF7340 | PWMCTRL[10]
0xFFFF7360 | PWMCTRL[11]

109 8 76 543 210

|

[vafsvli] ot o] o | ferrfomy]
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PWMaYha—)LL VAR
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Field Name

Function

INT

Invert: Default 0

0: #|0AAZEFBEIERND

1: #DAAEFEIES

H D IAAE, FRHIORBRICHEEINS.

SYN

Invert: Default 0

0: A > FOBBEFRBIL A\ (CEN OAZHHT3)

1: 7YY NOBBZFAST S R PWM FAER L D —DFHWESD PWM %
EERTERINIZAZX—-MEER2HEMATS)

APWM DAYV EADAR—MEFE, CEN D 112771, 713K SYN
R1PORPWM FERELD —DHE VB ZSDAR—-MEEBALI WL EIC
TOTF2T7kib,. Lizh->T, 5 PWM FHA8D CEN %, 5| &k HK
DOPWMAEEBTHHT LI ENTE, AT VADAX— AFEIILZ PWM
DIN—=T %D LINTES.

INV

Invert: Default 0

0: PWMExsZDx £ NhT 5

1: PWM 2 H T 2REBICBEWT PWM Ik E XEEL THAIT 3
B ELEE N

Mode: Default 0
0: JaF VP TPWM 24K T S/ ax)E—NK
1: =AKTPWM 24 KT 5 =MAKFE—NK

REV

Reverse mode enable: Default 0

0: APWM BEBMTERINZ PWM KE BT 5EHEE—N

1: KAPWM HEAEHR KD —DEHWESD PWM AR THEEE Nz PWM O
Ty KX A LMREEEDZ2EDT2E—R (K PWM BEHBNDOH Y > X
L)

DEN & b #5EE A W

DEN

Data Enable: Default 0

0: £ L7 PWM 2155

1: D bit \ZFRE I N2 (—EfH) 2H DT
REV & b #EE MR

Data: Default 0
DEN 231 DR, KD bit iIZi&EXI N7/ (—&EH) 2HNT3

Positive: Default 0

PWM EOmz e d 5 (19.1, 19.2 Z)) .
0: Eimig

1: IFFmEE

CLR

Counter clear: Default 0
0: JEHEEE
1: A 2%220)73 5

CEN

Count Enable: Default 0
0: W v X%2EIETS
1: A VR EEHT S
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% 19% PWM FAEH

19.3 PWM BHHIEL R4

7KL A PWM (E#cHIH L 2 A &
O0xFFFFT7204 FWCNT|0]
O0xFFFFT7224 FWCNTI1]
O0xFFFFT7244 FWCNT]2]
O0xFFFFT7264 FWCNT3]
0xFFFF7284 FWCNT[4]
0xFFFF72A4 FWCNT5]
0xFFFF7204 FWCNT6]
0xFFFF72E4 FWCNT7]
0xFFFF7304 FWCNTS]
0xFFFF7324 FWCNTI9]
OxFFFF7344 FWCNTI[10]
OxFFFF7364 FWCNTI[11]
V—=F/74 b
31 0
] FWCNT<31:0>
Field Name Function
FWCNT Forward Counter: Default 0

PWM QI ZREST DA VA VI ARTH 5.

Mode 73 0(/ I ¥V JE— ) ORHZIX, PWM QA RET 5. PWM H
BTV AMR0NS FWCNT £ CAYY M7y 7358, ROZB Y 7 TOIK

R2E5%/7aX¥VEz24KT5 (X19.1 21) .

Mode 73 1(ZMAHE— ) ORI, PWM OXEEIET 5. PWM HH
YURMODS FWCNT ETHY Y R TY v I T3E, IROZT Y IHh5 012
AV IR VT EEOBZAREERT S (K19.22R) .
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19.4 PWM REHITEHIL R %

7KL A PWM SERlH L & A &
0xFFFFT208 REVCNTI[0]
0xFFFFT7228 REVCNT][1]
O0xFFFF7248 REVCNT|2]
O0xFFFFT7268 REVCNT]3]
OxFFFFT7288 REVCNT[4]
OxFFFFT72A8 REVCNT[5]
OxFFFF72C8 REVCNT][6]
OxFFFFT72ES REVCNT][7]
0xFFFF7308 REVCNTS]
0xFFFF7328 REVCNT]9]
0xFFFF7348 REVCNTJ[10]
OxFFFF7368 REVCNT/[11]
V—=F/74 b
31 0
| REVCNT<31:0>
Field Name Function
REVCNT Reverse Counter: Default 0

PWM 2 KIZT AR AZRET BV AXRTHS. Iy XEDRKRL IR
ZELFECIZR>7-6 PWM HHIdKEET 5 (X 19.1, 19.2 2IR) .

19.5 TYRYALLIRY

VK541 b

TRLZ | Fy Mwm/y‘xa
0xFFFF720C DTI0]
0xFFFF722C DT[1]
0xFFFF724C DT[2]
0xFFFF726C DT][3]
0xFFFF728C DT[4]
0xFFFF72AC DT[5]
0xFFFF72CC DTI6]
0xFFFF72EC DTJ[7]
0xFFFF730C DTJg]
0xFFFF732C DTI[9]
0xFFFF734C DTI[10]
0xFFFF736C DT[11]
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31 16 15

DT<15:0> |

Field Name Function

DT<15:0> Reverse Counter :Default 0

TYRRXALAEBIBETHLVIARTHD., HVERERARL A ZEEFEUIZ
o726 PWM HHIRNEET S (X19.1, 19.2 2H8) .
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I FWCNT I

¢ >
FWCNT
------ REVCNT ------
- - = = :_ — — DT - - = = : - - —
I ' I ' I
| : I : [
loT | REVCNT-DT | L : b
—p I ! I
| 1 | ! |
i [ I~
| I I
| | | PWM out
_ | |
I | MODE =0 |
| oy IP= |
[ [ Negative
I | PWM out
I | to the next
PWM gen.
|< REVCNT + DT > | |
I I I
I
DT | |
- | |
| |
I [
l | | PWM out
L _ L — L _
I I _ I
MODE =0
| DT IP=0 I
| I |
| Negative
| | | PWM out
| | to the next
L . | PWM gen.
I
|

Figure 19.1: / A ¥V JEE— R



540 B 19% PWM ¥4

2 x FWCNT

FWCNT

7o\

'REVCNT

DT | 2 x (FWCNT - REVCNT) - DT

I I
| , |
| ! |
| ! |
| | | PWM out
I I
P=1 DT
| <> |
[ I~ [ Negative
| | | PWM out
to the next
| I | PWM gen.
I : I
2 x (FWCNT - REVCNT) + DT
| -« = > |
I I
I DT I
| <> |
I I I
I ' I
| | | PWM out
I - I
| MODE =1 |
P=0 DT

I <> I
I I

! Negative
! | ! PWM out
| | | to the next
| | PWM gen.
I I

Figure 19.2: =fJEE— K
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20

PWM A /14s

20.1 PWM AAOHRHE
e PWM AND T 2—F 1 tb% High 77 > & & Low 417 > ZDEHIZEUEAL
e Bit i : 32bit
o Fv AIVE 3
e Uy Vi —R (9EBN) THERLAREEI/I DY 2IZE>THY Y b
o WEHMDT 2 —7 1z KD TET 2 Bk
o EI D AAFEAEBREE

20.2 PWMINI>Y hO—J)ILLIR%

7 KL A PWMIN 2> hE—)LL I AR
0xFFFF7400 PWMINCTRL[0]
O0xFFFF7420 PWMINCTRL][1]
VK54 b
31 10 9 6 5 2 10

’ - LP LPO ICLRIIEN‘




542 ¥ 208 PWM AS1#s

Field Name Function

IEN Interrupt Enable :Default 0 r/w 0: &0 AAZ AL LW, 10 3&E L 2 EY
DT a—TAlEAY Y MRIZEBEEIDAAZRESIED.

CLR Interrupt Clear :Default 0 r/w 0:#F|DiAAZE 7 VT Lgw., 1#IDAARE 7Y
795, EDRAAZ)THETRIZ0OIZ)EY b5,

LPO Loop Original :Default 1 r/w (A5 DT 2 —F « b &2 FE{L S 55, D
JAfERET S (1H5 15 £T, 01358L) .

LP Loop :Default 1 ro BIEFEIT L TWBAEMZRT.

20.3 PWMIN HIGHL X%
7 FLZ [ PWMIN HIGH L Y2 %

0xFFFF7404 HIGH]0]
0xFFFF7424 HIGH]1]
Y — R
31 0
HIGH<31:0>

Field Name Function

HIGH<31:0> | High :Default X 8% U7 PWM J&#5> & 5D High AR, #ALE, 20w
IV IRV —=RTTRT I TIVZEELZ PWMIN HZ 0y 2 OY% A )L
.

204 PWMIN LOW L YR %

7 KL A PWMIN LOW L YA %

0xFFFF7408 LOW (0]

0xFFFF7428 LOW/[1]
V—K/51 b
31 0
] LOW<31:0>

Field Name Function
LOW<31:0> | Low :Default X #8§% L 7= PWM A &5 D Low O, HAilx, 7oy o
VIl =X TTu s I 7 IIEELZPWMIN Hoay 7031 7 VEL.
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21

Ext Timer

21.1 #BE

A G ERHEICH D AAEZREIEL2=y P THD.
7= RFRUATDOT 72 2R K- L.

21.2 LRIy T

21.2.1 7RLRYvY T

TIMER | #1177 FL A
TIMERO FFFF7800
TIMER1 FFFF7820
TIMER2 FFFF7840
TIMERS3 FFFF7860

Table 21.1: IV VA X DT KL AT w T

B FT7t€y b | TIOER E=2 ]
Control 0x0 R/W = =B %
Interrupt 0x4 R/W #1D 3A A
Expiration 0x8 R/W s 1 i
Counter 0xC R/W AR




544

%21 % Ext Timer

offset 31 2423 1615 8 7 0
0x00 - Ip s
0x04 _ -
0x08 EXPR
0x0c COUNT
21.2.2 EvbhvvS
Control : I bO—JL
Offset: 0x00
31 210
Reserved I P I S ‘
Field Name Function
P ZDbit WO DBERAXIET Yy ay XA <& UTEEL, Zdbit A1
DGERARIIE) AT v I R4 UTHEHET 5.
S ZDbitiZ 1Ay hENGBEX A DBEIET S.

Interrupt : |V AH

Offset: 0x04
31 1 0
Reserved | I ‘
Field Name Function
Interrupt (I) | 24 YW T2 L HBWIZEY hEIND. TODbit %1 DEEE] D IAAD T
9 5.
Expiration : i T {&
Offset: 0x08
31 0

EXPR




21.2. VIRERR YT 545
Field Name Function
Expiration ATV ENZOMEITEL GEICEH D IAAE R EZES.
(EXPR)

Counter : h o4

Offset: 0x0c
31 0
COUNTER
Field Name Function
Counter HD VRN TAEIGEL ZGE8ICEH D IAARA R REIR D,

(COUNTER)
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22

64-bit Ext Timer

22.1 HE

A G ERHEICH D AAEZREIEL2=y P THD.
7= RFRUATDOT 72 2R K- L.

222 LRIy T

22.2.1 F7RLRYYT

TIMER | #1177 FL A
TIMERO | FFFF7A00
TIMER1 | FFFF7A20
TIMER2 | FFFF7A40
TIMER3 | FFFF7AG60

Table 22.1: IV VA X DT KL AT w T

B FT7t€y b | TIOER E=2 ]
Control 0x0 R/W = =B %
Interrupt 0x4 R/W #1D 3A A
Expiration 0x8 R/W s 1 i
Counter 0xC R/W AR




548 % 22%  64-bit Ext Timer

offset 31 2423 16 15 8 7 0
0x00 - [r]s
0x04 - 1
0x08 EXPR (HIGH)

0x0c EXPR (LOW)

0x10 COUNT (HIGH)

0x14 COUNT (LOW)

2222 EvhkvwvS

Control : I bO—JL

Offset: 0x00
31 210
Reserved I P I S ‘
Field Name Function
P ZDbit B0 DFERA<IET vy ay hRA<E UTEEL, T bit ¥ 1
DGERARIIE) AT v I R4 UTHEHET 5.
S ZDbitiZ 12y hINGERA T LEMET 5.
Interrupt : Z|YiAH
Offset: 0x04
31 10
Reserved I I ‘

Field Name Function

Interrupt (I) | 24 YW T2 L HBWIZEY hEIND. TODbit %1 DEEE] D IAAD T

£33,
Expiration : i T {&
Offset: 0x08, 0x0c
31 0

EXPR




222 VIRAERRV TS 549
Field Name Function
Expiration ATV ENZOMEITEL GEICEH D IAAE R EZES.
(EXPR)

Counter : h o4

Offset: 0x10, 0x14

31

COUNTER

Field Name

Function

Counter
(COUNTER)

7170 2 RN TAEITE U 728 T H D AR FESE .







DDR SDRAM

951

I/F

o EFLE

— 32/128 bit [/F O3 % &R AT RE

e Link SDRAM

— 32 bit I/F

e 2/2.5/3 ™ CAS Latency (ZXf )i

e tWTR(Internal Write to Read Command Delay) #% 1 ® DDR, F v 712 D A5}

o« BELIARIZT—RT 2L ADHAER

23.1 LRIy T

offset
0x0
0x4
0x8
0xC
0x10
0x14
0x18
0x1C
0x20

DDR SDRAM I/F | #1#17 KL &
EHE I/F FFFFF000
Link SDRAM FFFFE000
31 2423 16 15 8 7 0
- State [s
- [cs] - RAS - | CAS
- EMRS
- MRS2 [ - MRS1
- RFC | - | RP - | reD | - [ MRD
- | RASmax - | RASmin
- REFRESH
_ IW




552 % 23#% DDR SDRAM I/F

23.1.1 FREI/FIEREL VRS

Offset: 0x20
31 10
- W]
Field Name Function
W Width :Default 0 A¥y b TEFGEI/F Oy MEz#ZET S, KL IYRX
I EFEI/F CORERITH S, 0: 32 bit 1: 128 bit
23.1.2 I/FEEILYRY
Offset: 0x0
31 8 7 1 0
- State | S ‘
Field Name Function
State State (Read Only) Aty NI I/F ONIBIREZRT.
S Start :Default 1 AY» b TI/F OEH /21L& EST 5. 0: I/F £H 1: I/F
21k
23.1.3 XEYEIV21—-IKRELIRY
Offset: 0x4
31 18 17 16 15 12 11 8 7 4 3 0
- |cs | - RAS - CAS
Field Name Function
State CS: Default 2( 704 128 bit 1/F) 2(F704 32 bit I/F) 1(Link SDRAM 1/F)
AEy MEIEI/F O CS HIIMESOHERAKEZRET 5.
RAS Row Address Width: Default 12( 350 128 bit I/F) 13(FEFLHE 32 bit I/F)
13(Link SDRAM I/F) Ay MI& I/FIZHEHI N TS DDR Fv 7D Row
Address IR%Z2 T 5.
CAS Column Address Width: Default 10( 35t 128 bit I/F) 9(F5df& 32 bit I/F)
9(Link SDRAM I/F) AE v bix#& IJF LB SN TW5 DDR Fv 70
Column Address 1E% 3% Ed 5.




231, VIRERRY TS

553

23.1.4 EMRSH®EL I R¥

Offset: 0x8

31

12 11

- EMRS

Field Name

Function

EMRS

Extended Mode Register Set: Default 0 AL YA XX 1/F OEHIKIZ, DDR
F v 7O Extended Mode Reigister Set (ZE ZALMEZHET 5.

23.1.5 MRSE®RELIYR%
Offset: 0xC
31 28 27 16 15 12 11
- MRS2 - MRS1
Field Name Function
MRS2 Mode Register Set 2: Default 0x21 AL Y A X 1/F OEHKIZ, DDR F v
7D Mode Reigister Set (Z ~EHIZEZALMEEZHRET 5.
MRS1 Mode Register Set 1: Default 0x121 ARL VA XX I/F OEHIKIZ, DDR Fv
7' D Mode Reigister Set (ZHANZEH SALEEZHFET 5.

23.1.6 DDREZRELIRA¥1

Offset: 0x14

31 28 27

24 23 20 19 16 15 12 11 8 7 4 3

- RFC - RP - RCD - MRD




554 % 23#% DDR SDRAM I/F

Field Name Function

RFC tRFC: Default 9 AL YA XX, 1/F I T2 DDR F v 7d tRFC
iz 2 VB TIRET 5. 341 2)LOEAMIZDDR Fv FIZ5EAXTW5 2
By 7 REUTHS.

RP tRP: Default 2 KL Y A X%, I/F IZE#fi I TW5S DDR Fv 7O tRP fé %
YA IIVEATHEETS. 1 7 VOREEIEDDR Fv FIc5EXTW5 270y
JrELUTHS.

RCD tRCD: Default 1 AL YA XX, I/F IZffiE N T\ DDR F v 7® tRCD

flizY A ZVHEATEET S, Y1 27 VOEIZDDR Fv FI25ATW5 2
By Z7&EUTH 5.
MRD tMRD: Default 1 AL Y2 &%, I/F 26X TW5 DDR F v 7D tMRD
a1 ZNVEBATHETS. Y1 27)LORFMIZDDR Fv FIZ5EAZTWE Y
oy 7 RUTHS.

23.1.7 DDRFREL A% 2
Offset: 0x18

31 30 29 16 15 14 13 0
’ - | RASmax I - | RASmin

Field Name Function

RASmax tRAS max: Default 0x2328 KL YA X%, I/F iz nT\Wa DDR Fv
7®D tRASmax i & ¥ 1 Z)VEA CHRES 5. ¥4 Z)VOFMIZDDR Fv 7
WZHEZTWS7uy 2 FELTHS.

RASmin tRAS min: Default 6 &AL Y2 X%, I/F i N TW5S DDR Fv 7D
tRASmin % V1 Z VAL TRET 5. 1 Z)UVOEMIZ DDR Fv 7125
ATWA27uy 7 AU THB.

23.1.8 VI7Lvy>aA VY —NILERELIRY
Offset: 0x18

31 16 15 0
- REFRESH

Field Name Function

REFRESH REFRESH: Default 0x48a8 AL Y A &%, 1/F IZ#fHis L TW5 DDR F v
TDV 7Ly aiiflzy A 2 VBATIEET 5. ¥4 7)VOAMIZDDR Fv
TIZHEZTWB I ay ZEUTH 5.




23.2. ECCHIIVI AR~ v T

556

23.2 ECCHIEHLIRY<TY S

DDR SDRAM I/F @ ECC ##E% Hilf#d %2. SRMTP Tl 128bit I/F IZ#E T, 128bit DT — X (T 16bit
® ReedSolomon fF5 % {1 45-U, 1Biyte D 70y 7 TJ —FTIEK U 2byte D 70 v 7 T J —DMRHAID A HEL 72>

tr

TWa5.
| X=27 FL 2 [ FFFFF400 |
offset 31 24 23 1615 8 7 0
0x0 - B
0x4 - [C|F
0x8 - Néxt Error B
Oxc Current Error Address I -
23.2.1 ECCERELYR%¥
Offset: 0x00
31 1 0
- El
Field Name Function
E ECC Enable : Default 0 AE» b TIZECC @ on/off &% & 5. 0: off 1:
on
23.2.2 Fatal/Correct L2 R %
Offset: 0x04
31 21 0
- [c[F]
Field Name Function
C Correct : A& Y "1 DEEH, TI—PRELEZVT I —FTIECEIILEZZ
& ERY.
F Fatal : Ay b1 DEE, FTETERVT I —2RELZI L %2RT.




556 % 23#% DDR SDRAM I/F

23.2.3 AL YRMIS—T7KRLALIYRY
Offset: 0x08

31

Current Error Address -

Field Name Function

Current Er- | T =D RELUZHFDOT LA Z2KMT 5. 7KL X 8word 7914 T
ror Address | fRFFE N 5.

23.24 RIVANIS—TFRLARAVILIRY
Offset: 0x0C

31 4 3 0

- I\Fext Error Pﬂr

Field Name Function

Next Error | IRIZZ T —NREELZGEIZZI—T RVARKMNTE2Z I —T7 KL ANy
Ptr 77 DEEERT. ARVVAXDME-1PBRFOTTI—T N A2KEMNT 2
I5—T7RKUVARY T77ThH5.

23.3 IS—7RKLANYTI7

II7—DFELET FVAZRETEY IRy 7 7. BRKBDDL I —IFREMRET 5.

| ~=27 FL 2 | FFFFF500 - FEFFF570 |

offset 31 2423 16 15 8 7 0
0x0 Error Address I -
0x4 N

ae] o=
&

Oxc _




23.3. TI—T RVARYT7 557

23.3.1 IZ5—7RKRLANYI7LIRY
Offset: 0x0

31 5 4 0
Error Address -

Field Name Function
Error Ad- | T =2 FEULZT RV AZKNT S, 7 RV AIX S8word 7 7 1~ TR X
dress N5,

23.3.2 EIEAREIZI—NvI7LIR¥Y

Offset: 0x0
31 2 1 0
- EIE
Field Name Function
H High: K&y N0 1 DFE, AL 128bit TT I —FTIEIZKII L2 Z & 2RT.
L Low: AKEw b2 1 OFE, FAL 128bit TT T —FIIEICRIIL-Z & 2RT.
23.3.3 FIEARHAEIZ—NvI7LIRY
Offset: 0x0
31 2 1 0
- Ei
Field Name Function
H High: Ry b3 1 DIFE, EAL 128bit TEIETERWT I =2 FELEZZ &
R
L Low: RKEY'w h2¥1 D4, FAL128bit TFHIIETERWIT I =23 AL &
ZRT.
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24

SRAMI> hO—7

24.1 BE

SRAM DFgHEZ HilfHI S 5. ECC BEHED on/off P 7 —FERM AL MR T DI LA HRETH 5.

24.2 SRAMIY hO—ZLIRYTY T

| R=27 FL 2 | 700 |

offset 31 2423 16 15 8 7 0

0x0 - E
0x4 - [C|F
0x8 - Next Error [Ptr
Oxc - I Current Error Address I -

24.2.1 ECC®RELIR¥
Offset: 0x00

31 10




560 24 SRAM > bhbu—3

Field Name Function
E

ECC Enable : Default 0 At» b Tl SRAM @ ECC @ on/off Z#ET 5.
0: off 1: on

24.2.2 Fatal/Correct L2 R %

Offset: 0x04

31 210

[c]x]

Field Name Function

C Correct : R "W 1 DHFE, TI—DPHELEZPT T —FTEICKNLEZZ
EERT.

F Fatal : K'Y b2 1 DA, FTIETERVWI I —RFRELEZZ L 2RT.

24.2.3 RXJVARNIZ—F7RLARAVHLIRY
Offset: 0x08
31

4 3 0
Next Error Pﬂr

Field Name Function

Next Error | (RIZCZS—RELUEBEGIZIZ I —T7 L AZKMNTA2ZI—7 KL ANy
Ptr T77DEZERT. ARUVIAZDME - 1 PRFOTI—T RLA2KENT 3
IS5—T7 RKVANY I 7ThH5.

24.24 ALVRMNIZS—T7RKRLALYRY
Offset: 0x0c

31 19 18 5 4
Current Error Address -

Field Name Function

Current Er- | T —DRELUEZEFOT KLU A2 KT 5. SRAMANDA 7€y hZRT
ror Address 72DEBROT KU 21X 2 SRAM ODRXR—A7 KL A (0x98000000) % r& L7-
bDERB,




243. TI3—T FLVANYT 7 561

243 I5—F7RLANY T 7
II—DFELET RVAZBRHT LY VI Ny 7 7. BA8 DD T — iRz T 5.

’ N—=A7 NV A ‘ FFFFFDOO - FFFFFD70 ‘

offset 31 24 23 1615 8 7 0
0x0 Error Address | -
0x4 - Fatal error map
Oxc - Correct error map

24.3.1 ITZ—T7 RLANYyI77LIRY
Offset: 0x0

31 5 4 0
Error Address -

Field Name Function
Error Ad- | T =2 FEULZT7 RV AZKMNTS. 7 KLV AIX S8word 7 7 1~ TR X
dress nas.

24.3.2 EIEARAIS—NyI7LIRY
Offset: 0x4

31 8 7 0
- Fatal error map

Field Name Function
Fatal error | EREDT T —7 NV ATREINZ 8word A, FIIEARAI T T —DFA U 7= & %
map ANE




562

¥ 24% SRAM 3> hp—

7

24.3.3

Offset: 0x8

31

ESTEERRET S — NNy D7 LIRS

7

2

0

Correct error H#ap

|

Field Name

Function

Correct error

map

Lo —
7 R L AT
X N7z 8word
W, ETIETFTRE
7 —DFRE
U 7= i & 7
7.
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Flash I/F

25.1 HE

Flash I/F. 79 v ¥ ambDT— e TT9andT 72 AZDNT.

25.2 7 RLRZEMH

Flash & ROM & out_cs_toggle 5512 & 0 7 N L AZE/MALH T 5.

out_cs_toggle {54 High @ & %13 ROM ©7 K L 7% EXT_0(0x00000000 ~ 0x00ffff), Flash @7
R U A 221 EXT_1(0x40000000 ~ Ox4fffffff) & 72 %. out_cs_toggle {557  Low D& EIZROM D7 FL A
ZEMH EXT 112, Flash @7 N L AZEf]H EXT.0 127 5.

Flash 725 7' — h ¥ 254514 out_cs_toggle [55 % Low 129 5.

Flash % EXT_1 (263 256, YAT ALY AX 0x8f D 13bit HZ 1122y T 20ENH 5 (Default
BREDEETEWV). TNUUAND I/0 ki3 2561 0 1ZE LRITiEe 520,

25.3 T7I7tX

759y alUTY 7MYz 7 AR Y REITTARAILICLD, AEZXRITS. 75 v ald M29W128G
M32EY N2 0EFEINT WS, 328y NN, 16 Ey MBS, Sy NI TODT 7 AHSA[HE.
T 74 N T 16bit E— RTERINTE Y, BROBREL VAXIZLD 8bit E— RADEEHNAFE. 2
< ¥ RO M29W128G D~V =2 7 )L & &,

WHEZAA(T—RT IR, XA M7 72Z)IZEALTOA, BROFHEL T AKX (Auto Write Enable)
EHMHATAEIETNA—RYcTICL D EZAAITY RE2RITTS. TOHAIRT - X EZAAFNIIHEL
237V RORTIIAEL R, HET FLVAZBELTESADI N TES.

25.4 Flash I/F OFREL PR ¥

Flash I/F Q@ VY ARDT RV AY vy 7%, EXT_8(0x27000000 ~ O0x27fHf) [ZE 0 4 TH5NTWVWS.
EXT8 X I/O A VR =Tz —ADREVIAREHDOT F L AZE/TH Y, SR OHIEE ZI3AFEL
ANPAN



564 % 25% Flash I/F

Auto Write Enable offset: 0x00
31 10
’ Reserved IEN‘
’ Field Name ‘ Range ‘ Description ‘
EN 0 Default : 0

bit 231 DLGEIX, BEEY 7 bU 7 6f7Hid Write I ¥ > K DFAT
EN—RT 2725045, Flash #53 DMA #5527 5581k, Z
D bit 24T 112y LRIFHIEZR SR,

Byte Mode offset: 0x04
31 10
’ Reserved ]Pyt%;
’ Field Name ‘ Range ‘ Description ‘
Byte 0 Default : 1
NA MR TOHFEZRAAZITOIHBEE 0Ty PLARTNIXR SR,
ZHLN (16, 32bit FHEIAA) OHEIT 1Ty P LARTHIER S .




565

20

Jniversal Asynchronous Receiver/Transmitter

Initial Address: Channel0:0x{fff6000 + 0x80 * CH (0 - 3)

26.1 7ZRLRYvYS

offset 31 2423 16 15 8 7 0
0x0000 RB
0x0000 THR
0x0000 DL1
0x0004 IER
0x0004 DL2
0x0008 IIR
0x0008 FCR
0x000c LCR

0x00010 MCR
0x0014 LSR
0x0018 MSR

26.1.1 Receiver Buffer (RB) / Transmitter Holding Register (THR)

Offset: 0x0000

Field Name Function
7-0 #4E FIFO O AN E L U%%{E FIFO O H .
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% 26 =  Universal Asynchronous Receiver/Transmitter

26.1.2 Interrupt Enable Register (IER)

Offset: 0x0004

76 5 43210

HEEEEN

[

Field Name Function
0 Received Data availble interrupt. (Buffer trigger)
‘0’ - Disabled.
‘1’ - Enabled.
1 Received Data availble interrupt. (Time out)
‘0’ - Disabled.
‘1’ - Enabled.
2 Transmitter Holding Register empty interrupt.
‘0’ - Disabled.
‘1’ - Enabled.
3 Receiver Line Status Interrupt.
‘0’ - Disabled.
‘1’ - Enabled.
4 Modem Status Interrupt.
‘0’ - Disabled.
‘1’ - Enabled.
5 Create DMA-request when recieved data available. (UART 0,1 only)
‘0’ - Disabled.
‘1’ - Enabled.
6 Create DMA-request when transmitter holding register empty. (UART 0,1
only)
‘0’ - Disabled.
‘1’ - Enabled.
7 Reserved. Should be logic ‘0’

26.1.3 Interrupt Identification Register (IIR)

Offset: 0x0008




26.1. TRVASvY 567
Field Name Function
0 When thisis ‘0’ , an interrupt is pending. When this is ‘1, no interrupt
is pending.
3-1 The following table displays the list of possible interrupts along with the bits
they enable, priority, and their source and reset control.
Prio- Interrupt Interrupt Source Interrupt Reset
rity Type Control
011 | 1th Receiver Parity, Overrun or Reading the Line
Line Framing errors or Status Register
Status Break Interrupt
010 | 2nd Receiver FIFO trigger level FIFO drops below
Data reached trigger level
available
110 | 2nd Timeout There’s at least 1 Reading from the
Indication | character in the FIFO FIFO (Receiver
but no character has Buffer Register)
been input to the
FIFO or read from
it for the last 4
char times.
001 | 3rd | Transmitter | Transmitter Holding Writing to the
Holding Register Empty Transmitter Holding
Register Register or reading
empty the IIR
000 | 4th Modem CTS, DSR, RI or Reading the Modem
Status DCD Status Register
5-4 Reserved. Should be logic ‘0’
7-6 Reserved. Should be logic ‘1’ for compatibility reason.
26.1.4 FIFO Control Register (FCR)
Offset: 0x0008
7 6 5 3210




568 % 26 =  Universal Asynchronous Receiver/Transmitter

Field Name Function

0 Ignored(Used to enable FIFOs in NS16550D). Since this UART only supports
FIFO mode, this bit is ignored.

1 Writing a ‘17 to bit 1 clears the Receiver FIFO and resets its logic. But
it doesn ’ t clear the shift register, i.e. receiving of the current character
continues.

2 Writing a ‘1’ to bit 2 clears the Transmitter FIFO and resets its logic.
The shift register is not clreared, i.e. transmitting of the current character
continues.

5-3 Ignored.

7-6 7-6 Define the Receiver FIFO Interrupt trigger level.

‘007 -1 bytes
‘01’ - 4 bytes
‘10’ - 8 bytes
‘117 - 16 bytes

26.1.5 Line Control Register (LCR)
Offset: 0x000c

76 5 43210

HEEEENEN




26.1. 7RKLASY S

569

Field Name Function
1-0 Select number of bits in each character.
‘007 -5 bits
‘017 -6 bits
‘107 - 7 bits
‘117 - 8 bits
2 Specify the number of generated stop bits.
‘0’ -1 stop bit.
‘1’ - 1.5 stop bits when 5-bit character length selected and 2 bits otherwise.
Note that the receiver always checks the first stop bit only.
3 Parity Enable.
‘0’ - No parity
‘1’ - Parity bit is generated on each outgoing character and is checked on
each incoming one.
4 Even Parity select.
‘0’ - Odd number of ‘1’ is transmitted and checked in each word (data
and parity combined). In other words, if the data has an even number of ‘1’
in it, then the parity bitis ‘1 .
‘1’ - Even number of ‘1’ is transmitted in each word.
5 Stick Parity bit.
‘0’ - Stick Parity disabled.
‘1’ - If bits 3 and 4 are logic ‘1, the parity bit is transmitted and checked
as logic ‘0”. If bit 3is ‘1’ and bit 4is ‘0’ then the parity bit is transmitted
and checked as ‘1.
6 Break Control bit.
‘1’ - The srial out is forced into logic ‘0’ (break state).
‘0’ - Break is disabled.
7 Divisor Latch Access bit.
‘1’ - The divisor latches can be accessed.
‘0’ - The normal registers are accessed.

26.1.6 Modem Control Register (MCR)

Offset: 0x0010




570 % 26 =  Universal Asynchronous Receiver/Transmitter

Field Name Function

0 Data Terminal Ready (DTR) signal control.

‘0’ -DTRis ‘1’

‘1’ -DTRis ‘0’

1 Request To Send (RTS) signal control

‘0’ -RTSis “1°

‘1’ -RTSis ‘0’

Outl. In loopback mode, connected Ring Indicator (RI) signal input.
Out2. In loopback mode, connected to Data Carrier Detect (DCD) input.

Loopback mode.

‘0’ - normal operation.

‘1’ - loopback mode. When in loopback mode, the Serial Output Signal
(STX_PAD_O) is set to logic ‘1°. The signal of the transmitter shift register
is internally connected to the input of the receiver shift register.

The following connections are made:
DTR — DSR

RTS — CTS

Outl — RI

Out2 = DCD

7-5 Ignored.

26.1.7 Line Status Register (LSR)
Offset: 0x0014

76 5 43210

HEEEEEEN
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Field Name

Function

0

Data Ready (DR) indicator.
‘0’ - No characters in the FIFO.

‘1’ - At least one character has been received and is in the FIFO.

Overrun Error (OE) INDICATOR.

‘1’ - If the FIFO is full and another character has been received in the receiver
shift register. If another character is starting to arrive, it will overwrite the
data in the shift register but the FIFO will remain intact. The bit is cleared
upon reading from the register. Generates Receiver Line Status interrupt.

‘0’ - No overrun state.

Parity Error (PE) indicator.

‘1’ - The character that is currently at the top of the FIFO has been
received with parity error. The bit is cleared upon reading from the register.
Generate Receiver Line Status interrupt.

‘0’ - No parity error in the current character.

Framing Error (FE) indicator.
‘1’ - The received character at the top of the FIFO did not have a valid stop
bit. The UART core tries re-synchronizing by assuming that the bit received
was a start bit. Of course, generally, it might be that all the following data
is corrupt. The bit is cleared upon reading from the register. Generates
Receiver Line Status interrupt.

‘0’ - No framing error in the current character.

Break Interrupt (BI) indicator.

‘1’ - A break condition has been reached in the current character. The
break occurs when the line is held in logic 0 for a time of one character (start
bit + data + parity + stop bit). In that case, one zero character enters the
FIFO and the UART waits for a valid start bit to receive next character.
The bit is cleared upon reading from the register. Generates Receiver Line
Status interrupt.

‘0’ - No break condition in the current character.

Transmit FIFO is empty.

‘17 - The transmitter FIFO is empty. Generates Transmitter Holding
Register Empty interrupt. The bit is cleared in the following cases: The
LSR has been read, the IIR has been read or data has been written to the
transmitter FIFO.

‘0’ - Otherwise.

Transmitter Empty indicator.

‘1’ - Both the transmitter FIFO and transmitter shift register are empty.
The bit is cleared upon reading from the register or upon writing data to the
transmit FIFO.

‘0’ - Otherwise.

‘

1’ - At least one parity error, framing error or break indications have been
received and are inside the FIFO. The bit is cleared upon reading from the
register.

‘0’ - Otherwise.
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26.1.8 Modem Status Register (MSR)

Offset: 0x0018

76 5 43210

HEEEEEEN

Field Name Function

0 Delta Clear To Send (DCTS) indicator.
‘1’ - The CTS line has changed its state.

1 Delta Data Set Ready (DDSR) indicator.
‘1’ - The DSR line has changed its state.

2 Trailing Edge of Ring Indicator (TERI) detector. The RI line has changed
its state from low to high state.

3 Delta Data Carrier Detect (DDCD) indicator.

‘1’ - The DCD line has changed its state.
Complement of the CTS input or equals to RTS in loopback mode.

Complement of the DSR input or equals to DTR in loopback mode.

Complement of the RI input or equals to Outl in loopback mode.

N || T~

Complement of the DCD input or equals to Out2 in loopback mode.

26.1.9 Divisor Latches (DL)

Offset: 0x0000(DL1), 0x0004(DL2)
The divisor latches can be accessed by setting the 7th bit of LCR to ‘1’ . You should restore this bit to

‘0’ after setting the divisor latches in order to restore access to the other registers that occupy the same

‘

addresses.

DL1

DL2
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Field Name Function

DL1, DL2 The 2 bytes form one 16-bit register, which is internally accessed as a single
number. You should therefore set all 2 bytes of the register to ensure normal
operation. The register is set to the default value of 0 on reset, which disables
all serial I/O operations in order to ensure explicit setup of the register in
the software. The value set should be equal to (system clock speed) / (16
times desired baud rate). The internal counter starts to work when the LSB
of DL is written, so when setting the divisor, write the MSB first and the
LSB last.

26.2 BME/ERAE

This UART core is very similar in operation to the standard 16550 UART chip with the main exception

being that only the FIFO mode is supported. The scratch register is removed, as it serves no purpose.

26.2.1 Initialization

Upon reset the core performs the following tasks:

e The receiver and transmitter FIFOs are cleared.

e The receiver and transmitter shift registers are cleared.

e The Divisor Latch register is set to 0.

e The Line Control Register is set to communication of 8 bits of data, no parity, 1 stop bit.

e All interrupts are disabled in the Interrupt Enable Register.

For proper operation, perform the following:

¢

e Set the Line Control Register to the desired line control parameters. Set bit 7to ‘1’ to allow access
to the Divisor Latches.

e Set the Divisor Latches, MSB first, LSB next.

e Set bit 7 of LCR to 0 to disable access to Divisor Latches. At this time the transmission engine starts

working and data can be sent and received.

e Set the FIFO trigger level. Generally, higher trigger level values produce less interrupt to the system,

so setting it to 14 bytes is recommended if the system responds fast enough.

e Enable desired interrupts by setting appropriate bits in the Interrupt Enable register.

Remember that (Input Clock Speed)/(Divisor Latch value) = 16 x the communication baud rate. Since
the protocol is asynchronous and the sampling of the bits is performed in the perceived middle of the bit
time, it is highly immune to small differences in the clocks of the sending and receiving sides, yet no such

assumption should be made calculating the Divisor Latch values.
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Serial Peripheral Interface Unit
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27.1 Outline

Serial Peripheral Interface Unit (&7 0w ZERD IV 71 VX —=T7 2 —ATH D, SPI DIEIZHERL
U7z IR E 2 T 5. KRa=y MI4 DDAV =712t itd 54, M-RMTP Tl&F v 7L 2 b (cs)

MIARUDPCH TR WD, AL —T7 3DHREIFEERZEFE V.

27.2 Interface

27.2.1 Address Format

Serial Peripheral Interface Unit O#JHIX— 27 N L Al 0xffffb000 T#H 5. SPI Unit 1% 2 F ¥ > xIL5EEE

INTHEY, TNEFNOR=AT RLVAFUTDO LS IZm>T W5,

Oxffffb000 : F ¥ X0
Oxffffb040 : F ¥ xR 1

SPI Unit OHIHIL VA XDT7 L AZRD L5125,

Offset

’ Field Name ‘ Range ‘ Description

| Offset |50 | BETHHARIGET 5.
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27.2.2 Control Register
Serial Peripheral Interface Unit D #2175 354, M FIZRT Offset 27 R L AD Offset IZHEET B Z &
IZkD, BUBEVIARIIT 7 RAT 5.

Slave Control offset: 0x00
Slave DREZITD.

31 5 4 10

’ Reserved SS_ I A ‘

’ Field Name ‘ Range ‘ Description ‘
Auto (A) 0 LIZEET DL FIFO ICRANICEEIAEN/T — R &M VR UEEET 5.

0%2[ET DL, ¥v=27)LTSPI DEEEZETS.

Slave Select_ (SS.) 4:1 Auto bit 20 DHEK, 727 AT 3 Slave ZfHET 5. HED bit A
0 D E, FALO bit BEHRINS. Auto bit 281 DAL, HEITT
27 X Slave ZRET 5. HED bit 30 DA, FALD bit 5 SIEHFIC
T IR AERLTS.
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FIFO Control offset: 0x04
FIFO O E %17 5.
31 109 8 7 4 3 0
| Reserved |CLR| DREQ | INTR |
’ Field Name ‘ Range ‘ Description ‘
Interrupt (INTR) 3:0 1 2RELRGE, BRIZKDEIDIAAZREIES.

0: ZFFIFOIZT — XN 5L EVAAEFEIES.

i ZfF FIFO P\ o X W22 2 L HI D IAAZFEEIE S

2: EEFIFO DT — XAVEDRIGIZR 2 LEDAAZFESES.
3: EEFIFO Wb L EDIAAZFEI TS,

DMA Request | 7:4 1 2{/ELU5GE, EHNIZL D DMA Request 2 FAEX 5.

(DREQ) 4: ZfFFIFO 2T — X W47 % 5 & DMA Request 2 A I 5.
5: %2 FIFO X\ 1E\WiZ 725 & DMA Request 2 FE X 5.

6: 3%[E FIFO O 7 — X320 & 0 A< 7% L DMA Request 2 FEXE 5.
7: 3E{F FIFO 230251272 % & DMA Request 2 FEX 5.
e
8:
9:

FTHRELFIFO 22V 75, ZObit lZHBKIZ0IZRS.
ZIEFIFO 227V 7T 5.
EEFIFO 22V 7T 5.

Clear (CLR) 9:8 1

FIFO Status offset: 0x08 (Read Only)

31 6 543210
Reserved [THTHTERFRHRE

Field Name ‘ Range ‘ Description ‘
Rx Empty (RE) ZfF FIFO D ZEDGH 112785,

Rx Half (RH) ZAEFIFO IR ET =X D32 E > TWABE 1124 5.
Rx Full (RF) ZfZ FIFO 2"\ o IXVWDEE 11272 5.

Tx Empty (RE) REAE FIFO W 2EDGE 1127485,

Tx Half (RH) JEE FIFO DA ET =2 D32 £ > TWABEE 1124 5.
Tx Full (RF) %8 FIFO 23\ o IXVWDEHE 11272 5.

Ui W IN|=|O
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FIFO offset: 0x0c
31 0
| FIFO |
’ Field Name ‘ Range ‘ Description ‘
FIFO 31:0 FHZAADGEIERE FIFO IZfEAEFEZIAE 5. Slave Control L ¥ A

Z D Auto bit 230 DIFE, EE2EEZAL I 2IZLD, T—XDIEEZER
BT 5. AAADEGEIXZE FIFO » SEHGAT I NS,

Interrupt offset: 0x10
FHORAADERZRT. 1 2EZALILITED, ZObit 227 ) TT 5.

31 4 3 210

| Reserved [TETHRFRH

’ Field Name ‘ Range ‘ Description ‘
Rx Half (RH) 0 ZAE FIFO N BT =X D372 5T 5.
Rx Full (RF) 1 ZfZ FIFO 2"\ o W Th 5.
Tx Half (RH) 2 S FIFO O 7 — & h3ear R 78 5 7.
Tx Empty (RE) 3 M5 FIFO "ETH 5.

Interval offset: 0x14
31 0
’ Interval ‘
’ Field Name ‘ Range ‘ Description ‘
Interval 31:0 Slave Control 'Y Z X D Auto bit 23 1 D&, Slave IZXWdT 2 —HED T

7R AN S DR b ZRET 5.
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ModeO offset: 0x20
Slave Select0 FH D EZ 1T .
31 30 29 28 24 23 22 21 0
WIR|L]  Size  |ou4 Clock Ratio \
’ Field Name ‘ Range ‘ Description ‘
Clock Ratio 21:0 Mz oy 7chihd2ony 2 0nARERET 5. EBRICIXEEL
7Bl x 2 CTSPLOWERZz vy 2 &25EL, H35. 0 2BEL Y
Gk x 23 nb,. T7 4V MKO.
HA, OL 23:22 | SPI DEIfEE— N%2{EET 5.
0x0 A7 oy ZI3EMMYE. 315 ED TTF—X %2 ZITHLS.
Ox1 [z Ty ZIFEMME. 5 RO TT—X%2%ZITHS.
0x2 Mz oy Zi3aME. L5 T TTF—X%E%ZIJHS.
0x3 Mz oy Zi3&mE. b ED TTF—XEZITES.
Size 28:24 | T—ROEEEY A X, fBEUZME + 1 bit 5%k T 5.
LSB (L) 29 1 2¥ET 5L LSB h S EXZFKYT 5. 0 DEE X MSB 2 SRk
5.
Read Enable (R.) 30 0 2R T 5 &Y 6 D AT ZFiAAA, 25 FIFO IZMEZ NS 5.
1 DEEZIRD S DT — R & GAAE IR,
Write Enable (W_) 31 0 Z5ET 5 LEE FIFO O T — R ZRIZEET 5. 1 DHEIET —
R E&EE LR,
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Model offset: 0x24
Slave Selectl FDFREZ 1T 5.
31 30 29 28 24 23 22 21 0
’WJR,I L | Size |OLt[—IA| Clock Ratio ‘
’ Field Name ‘ Range ‘ Description ‘
Clock Ratio 21:0 Aoy 7 cHhd s 70y 200 EERE2EETS. EBIZIZEEL
7Bl x 2 TSPLOWIZ 0y 72 RAL, #1195, 0 2fELY
Bl 22 x2pAsnE. TT7AHLVMEO.
HA, OL 23:22 | SPIOEIfFE— N&HEET 5.
0x0 M7 oy ZI3EMME. b ED TTF—X%%ZIJEL5.
0x1 [z oy ZIZEMYE. 15T TTF—X%2ZITHLS.
0x2 [z oy Zi3&mE. 15T TTF—XE%ITHS.
0x3 [z oy 73t b LY TTF—XE2%ITES.
Size 28:24 | TR DEEEY A X, FEELUME + 1 bit ZEET 5.
LSB (L) 29 1 2485 L LSB 2ok 29 5. 0 DHEIE MSB 7 5tk d
5.
Read Enable (R.) 30 0 ZHEE T D LIRS D AT & FiAIAA, ZA5 FIFO ([T 2 &N T 5.
DBGEIIINEN S DT — X & FHARAF RO,
Write Enable (W_) 31 0 ZfHET 5 LIHE FIFO O T — X ZRIZEEET 5. 1 DEEIET—
S-S AR NN
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Mode2 offset: 0x28
Slave Select2 FHDFREZ1T72 5.
31 30 29 28 24 23 22 21 0
’WJR,I L | Size |OLt[—IA| Clock Ratio
’ Field Name ‘ Range ‘ Description ‘
Clock Ratio 21:0 Aoy 7 cHhd s 70y 200 EERE2EETS. EBIZIZEEL
7Bl x 2 TSPLOWIZ 0y 72 RAL, #1195, 0 2fELY
Bl 22 x2pAsnE. TT7AHLVMEO.
HA, OL 23:22 | SPIOEIfFE— N&HEET 5.
0x0 M2 Ty ZI3EMM. 315 EY TF—X%2%ZITES.
0x1 [z oy ZIZEMYE. 15T TTF—X%2ZITHLS.
0x2 [z oy Zi3&mE. 15T TTF—XE%ITHS.
0x3 [z oy 73t b LY TTF—XE2%ITES.
Size 28:24 | T—ROEEY A X, FELU/ME + 1 bit 2K T 5.
LSB (L) 29 1 2485 L LSB 2ok 29 5. 0 DHEIE MSB 7 5tk d
5.
Read Enable (R.) 30 0 ZHEE T D LIRS D AT & FiAIAA, ZA5 FIFO ([T 2 &N T 5.
DGEIINRP S DT — R &G AR E IR,
Write Enable (W_) 31 0 ZIFET % LX[E FIFO O T — R Z/HICHRET 5. 1 OHEIET —
R EFE LR,
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Mode3 offset: 0x2c

Slave Select3 FDFREZ 17725

31 30 29 28 24 23 22 21 0

’WJR,I L | Size |OLtHA| Clock Ratio ‘

’ Field Name ‘ Range ‘ Description ‘
Clock Ratio 21:0 Aoy 7 cHhd s 70y 200 EERE2EETS. EBIZIZEEL

728l x 2 TSPLOWESZaw 22U, HhT5. 02 BE L5
Glx 22 x2pAEhs. T4 M.

HA, OL 23:22 | SPIOEEFE— NZ24EET 5.
0x0 M2 Ty ZI3EMM. 315 EY TF—X%2%ZITES.
O0xl [fZ oy ZIXEME. b5 T TF—X %% 5.
0x2 [z oy Zi3&mE. 15T TTF—XE%ITHS.
0x3 [y Zix&amE. 26 L) TF—X %% 5.
Size 28:24 | T—RDHEEY 1 X, 5E UM + 1 bit ZH5%T 5.
LSB (L) 29 1 %$8E T 5L LSB 2ok 2069 2. 0 DAL MSB S #5% T
%.
Read Enable (R.) 30 0 ZiET B LI O D AT ZHAIAA, 2[5 FIFO 122 NS 5.

DEGEIINED S DT — X 2 HARE R,

Write Enable (W_) 31

0 248 T 5 LE[E FIFO O T — X 2/MNBIZIRX ST 5. 1 OGHEIFT —
R &5 L7,

Configuration offset: 0x30 (Read Only)
31 210
’ Reserved | FS ‘
’ Field Name ‘ Range ‘ Description ‘
FIFO Size (FS) 1:0 FIFO O¥ 4 X% /1’7
0x1 : 8 Entry
0x2 : 16 Entry
0x3 : 32 Entry
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27.3 Operation

Z SPI Unit 13 4 A®D Slave Select Z#i5H, % Slave (2R U THEBOFREZITI &N TE L. REITHA
Slave ® Mode L' Y A X TiT 5.

K SPI Unit (& Slave ~NDT 7 ¥ AD f5ik & UT, BHE)THkHIIZ Slave 22 Sl ZHARALE—F &, 101
DEXEEITIE—FDH 5.

27.3.1 Manual Mode

121 2FZEZTI5E, Slave Control 'Y A X @D Auto bit 2 012 L, 727+t A3 3 Slave % Slave
Control L' ¥ A X ® Slave Select_ bit THET 5.

fEZEELZWGEIE, % Slave ® Mode LY AZD W_bit # 0123 5. #EEL\WMEZ FIFO IZEEA
HILIZLD, 1V E—Tz—ADSMEPEEINS.

EZZELWGEIX, & Slave D Mode LY AZD R_bit 2 0125 5. FIFO IZfizEZAL I L&D
AV R—=T7 2 ADEWEL, Slave D Sfl%2 %59 5. ZEUHIZZE FIFO IZEZAENS.

SPLIIEZEZFRIZITS Z &N TES, K Slave D Mode LY AZD W_bit & R_bit ZM G 0I12T5Z
LIz kD, EZEEFERITD.

27.3.2 Auto Mode

Auto Mode (% Slave 7 & H &) THkGLHAIZE & FiAH T HE T 5. Slave Control L ¥ 2 X D Auto bit
11295281240 Auto Mode & UTEIET 5. fld% A3 Slave i& Slave Control ¥ X X @ Slave
Select_ bit THRET 5.

% Slave I3 % 7 27 £ A134 Slave D Mode L VAR DFEIZ LD, ZD7-®H, Mode L Y AXD R_ bit
Z0IZL, W_bit Z 1 IZT20EINH 5.

Auto Mode TlZ, SPI Unit iZ Slave Control L ¥ A Z @ Slave Select_ bit 2% 0 1272 > T3 Slave 12X L
TRAM (0 F) POIEFIZT 722 %2175, BESINZRTOD Slave IZN L TT 72 A %475 7214%, Interval
VYZARATHREINT WA A ZVEIEZ T RFE-> 721, BEIN/Z Slave T LTT7 7 A% BT 5.
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23

Parallel I/0O Unit

28.1 Outline

Parallel I/O Unit 1 8 bit D A 24T 5.

28.2 Interface

28.2.1 Address Format

Parallel I/O Unit D#JHAX—A 7 R L A& 0xfffc000 TH 5. Parallel I/O Unit QI VA X DT L
AWFRD L5124 5.

Offset

’ Field Name ‘ Range ‘ Description ‘
| Offset |40 | BETHARIET 5, |

28.2.2 Control Register

Parallel I/O Unit Ol 2475 %54, TR Offset 27 F L AD Offset (ZFRET S &I2L D, Y
BEVIARIZT VAT 5.
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Data offset: 0x00
31 8 7 0
’ Reserved Data ‘
’ Field Name ‘ Range ‘ Description ‘
Data 7:0 bit AN DE A, GO I LT DAMBRSD AN Z21G5. bit A

DGR, HERAL I LIZL AR ES5 R 5.

Direction offset: 0x04
31 8 7 0
’ Reserved Direction ‘
’ Field Name ‘ Range ‘ Description ‘
’ Direction ‘ 7:0 ‘ 0 DBEIEAT. 1 DEEIEFH 15, ‘
Interrupt Enable offset: 0x08
31 8 7 0
’ Reserved Interrupt Enable ‘
’ Field Name ‘ Range ‘ Description ‘
Interrupt Enable 7:0 1 D&, Data LY A X DOMINT BMEMZ(L L 7= REZE D IAAZE FEAE X1

5. E 0 IAAFEESME Interrupt Upedge L ¥ A &, Interrupt Downedge
VYARTHRET 5.
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Interrupt Sense offset: 0x0c
31 8 7 0
’ Reserved Interrupt Sense ‘
’ Field Name ‘ Range ‘ Description ‘
Interrupt Sense 7:0 HDAADFEERIZE > bit 1212y hEhd, ZTOLIRAXKIZ

1Z2EFEEAL L, T2 bit A7) TIN5,

Interrupt Upedge offset: 0x10
31 8 7 0
’ Reserved Interrupt Upedge ‘
’ Field Name ‘ Range ‘ Description ‘
’ Interrupt Upedge ‘ 7:0 ‘ LDBE, TR 006 LIZZURIZE D IAAZFEIES. ‘
Interrupt Downedge offset: 0x14
31 8 7 0
’ Reserved Interrupt Downedge ‘
’ Field Name ‘ Range ‘ Description ‘

’ Interrupt Downedge ‘ 7:0 ‘ LDHE, T—ZDB 126 02U ZRIZE D IAAEZRETES. ‘
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Configuration offset: 0x18 (Read Only)
31 2 10
’ Reserved | BW ‘
’ Field Name ‘ Range ‘ Description ‘
Bit Width (BW) 1:0 Parallel /O @ Bit Width % /"7

0x1: 8 Bit 0x2: 16 Bit 0x3 : 32 Bit

28.3 Operation

Parallel I/O |% 8 bit DIE%FEH, bit ZEICAHIOSAIZFET S LA TE S, #E I Direction LY
ARTITD.

AN DY, Parallel [/O IZAEINE 70y 728D, I/OEYDT—XM Data LY ARIZT v FIN
5. D%, Data LY AXDMEMNT/O Evicilidns.

BDbit BT UM L VE D IABREFEIGL N TES. D IAAEFESE L7202, Interrupt
Enable LY AR DT 5 bit 2% 1128y T 5. £/, HDRAAFESMIZLD, Interrupt Upedge
VAR, Interrupt Downedge L' YA X DT 25 bit Z 112y 5. WA 1IZkY bULEEE, EIE
b3 27 NTHI D IAARDFEET 5.
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I12C Master Controller

29.1 Outline

12C is a two-wire, bi-directional serial bus that provides a simple and efficient method of data exchange
between devices. It is most suitable for applications requiring occasional communication over a short dis-
tance between many devices. The I2C standard is a true multi-master bus including collision detection and

arbitration that prevents data corruption if two or more masters attempt to control the bus simultaneously.

29.2 Interface

29.2.1 Address Format

I12C Master Controller D X— A7 K L A& 0xfffc800 TH 5. 12C Master Controller DHIHIL A X DT
RLUAFRD &S24 5.

Offset

’ Field Name ‘ Range ‘ Description ‘
| Offset |40 | BETBEARIET 5, |

29.2.2 Control Register

12C Master Controller Dl Z 4T 5354, A RIZART Offset 27 KL AD Offset IZfEET B Z 212k D,
HMBEVIARIIT VAT 5.
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Clock Prescale (lo-byte) offset: 0x00
31 8 7 0
Reserved scale
Clock Prescale (hi-byte) offset: 0x04
31 8 7 0
Reserved scale ‘
’ Field Name ‘ Range ‘ Description

scale

7:0

This register is used to prescale the SCL clock line. Due to the struc-
ture of the I2C interface, the core uses a 5*SCL clock internally. The
prescale register must be programmed to this 5*SCL frequency (minus
1). Change the value of the prescale register only when the "EN’ bit is
cleared.

Example: wb_clk_i = 32MHz, desired SCL = 100KHz

32MHz
prescale = T 100KHS 1 = 63(dec) = 3F (hex)

Control offset: 0x08
31 8 7 6 5 0
’ Reserved IENtEl\T Reserved ‘
’ Field Name ‘ Range ‘ Description ‘

I2C core enable bit | 7 When set to '1’, the core is enabled.

(EN) When set to ’0’, the core is disable.

12C core interrput en- | 6 When set to ’1’, interrupt is enabled.

able bit (IEN) When set to ’0’, interrupt is disable.
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Transmit offset: 0x0Oc (Write Only)
31 8 7 10
’ Reserved l NB | X ‘
’ Field Name ‘ Range ‘ Description ‘
Next byte (NB) 7:0 Next byte to transmit via 12C.
X 0 In case of a data tranfer this bit represents the data’s LSB.

In case of a slave address transfer this bit represents the RW bit.

'’ = reading from slave.

‘0’ = writing to slave.

Receive offset: 0xOc (Read Only)
31 8 7 0
’ Reserved l LB
’ Field Name ‘ Range ‘ Description ‘

’ Last byte (LB) ‘ 7:0 ‘ Last byte received via 12C. ‘
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Command offset: 0x10 (Write Only)
31 8 76 543 210
’ Reserved $T$T¢R|W|Aﬂeservehl ‘
’ Field Name ‘ Range ‘ Description ‘
Start (STA) 7 Generate (repeated) start condition.
Stop (STO) 6 Generate stop condition.
Read (R) 5 Read from slave.
Write (W) 4 Write to slave.
ACK (A) 3 When a receiver, sent ACK (ACK = '0’) or NACK (ACK ="1).
Interrput ACK (I) 1 Interrupt acknowledge. When set, clears a pending interrupt.

The STA, STO, R, W,

and I bits are cleared automatically. These bits are always read as zeros.
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Status offset: 0x10 (Read Only)
31 8 7 6 5 4 210
’ Reserved l R | B l A IReservedI T | I ‘
’ Field Name ‘ Range ‘ Description ‘
Received  acknowl- | 7 This flag represents acknowledge from the addressed slave.

edge from  slave

(R)

"1’ = No acknowledge received.

‘0’ = Acknowledge received.

12C bus busy (B) 6 "1’ after START signal detect.
‘0’ after STOP signal detect.
Arbitration lost (A) | 5 This bit is set when the core lost arbitration. Arbitration is lost when:
e a STOP signal is detected, but non requested.
e The master drives SDA high, but SDA is low.
See bus-arbitration section for more information.
Transfer in progress | 1 '1” when transferring data.
(T) '0’ when transfer complete.
Interrupt Flag (I) 0 This bit is set when an interrupt is pending, which will cause a processor

interrupt request if the IEN bit is set.
The Interrupt Flag is set when:

e one byte transfer has been completed.

e arbitration is lost.

Transmit Register

offset: 0x14 (Read Only)

7 7 2 AR R Y Transmit register (offset: 0x0c) & [/ Ul & 725,

31

|

Reserved TXR
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Command Register offset: 0x18 (Read Only)

7 7 AMEAE 72 D Command register(offset: 0x10) & [A] UfE & 72 5,

31 8 7 0
’ Reserved CR

HiZ Status Register offset: 0x1C (Read Only)
31 1 0
’ Reserved th

29.3 Operation

29.3.1 System Configuration

I2C system uses a serial data line (SDA) and a serial clock line (SCL) for data transfers. All devices
connected to these two signals must have open drain or open collector outputs. The logic AND function is
exercised on both lines with external pull-up resistors.

Data is transferred between a Master and a Slave synchronously to SCL on the SDA line on a byte-by-
byte basis. Each data byte is 8 bits long. There is one SCL clock pulse for each data bit with the MSB
being transmitted first. An acknowledge bit follows each transferred byte. Each bit is sampled during the
high period of SCL; therefore, the SDA line may be changed only during the low period of SCL and must
be held stable during the high period of SCL. A transition on the SDA line while SCL is high is interpreted
as a command (see START and STOP signals).

29.3.2 12C Protocol
Normally, a standard communication consists of four parts:
1. START signal generation
2. Slave address transfer

3. Data transfer
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4. STOP signal generation

START signal

When the bus is free/idle, meaning no master device is engaging the bus (both SCL and SDA lines are
high), a master can initiate a transfer by sending a START signal. A START signal, usually referred to as
the S-bit, is defined as a high-to-low transition of SDA while SCL is high. The START signal denotes the
beginning of a new data transfer. A Repeated START is a START signal without first generating a STOP
signal. The master uses this method to communicate with another slave or the same slave in a different
transfer direction (e.g. from writing to a device to reading from a device) without releasing the bus.

The core generates a START signal when the STA-bit in the Command Register is set and the RD or WR
bits are set. Depending on the current status of the SCL line, a START or Repeated START is generated.

Slave Address Transfer

The first byte of data transferred by the master immediately after the START signal is the slave address.
This is a seven-bits calling address followed by a RW bit. The RW bit signals the slave the data transfer
direction. No two slaves in the system can have the same address. Only the slave with an address that
matches the one transmitted by the master will respond by returning an acknowledge bit by pulling the
SDA low at the 9th SCL clock cycle.

Note: The core supports 10bit slave addresses by generating two address transfers. See the Philips 12C
specifications for more details.

The core treats a Slave Address Transfer as any other write action. Store the slave device’s address in
the Transmit Register and set the WR bit. The core will then transfer the slave address on the bus.

Data Transfer

Once successful slave addressing has been achieved, the data transfer can proceed on a byte-by-byte
basis in the direction specified by the RW bit sent by the master. Each transferred byte is followed by an
acknowledge bit on the 9th SCL clock cycle. If the slave signals a No Acknowledge, the master can generate
a STOP signal to abort the data transfer or generate a Repeated START signal and start a new transfer
cycle.

If the master, as the receiving device, does not acknowledge the slave, the slave releases the SDA line for
the master to generate a STOP or Repeated START signal.

To write data to a slave, store the data to be transmitted in the Transmit Register and set the WR bit.
To read data from a slave, set the RD bit. During a transfer the core set the TIP flag, indicating that a
Transfer is In Progress. When the transfer is done the TIP flag is reset, the IF flag set and, when enabled,
an interrupt generated. The Receive Register contains valid data after the IF flag has been set. The user

may issue a new write or read command when the TIP flag is reset.
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STOP signal

The master can terminate the communication by generating a STOP signal. A STOP signal, usually
referred to as the P-bit, is defined as a low-to-high transition of SDA while SCL is at logical '1°.

29.3.3 Arbitration Procudure

The I2C bus is a true multimaster bus that allows more than one master to be connected on it. If two or
more masters simultaneously try to control the bus, a clock synchronization procedure determines the bus
clock. Because of the wired-AND connection of the I2C signals a high to low transition affects all devices
connected to the bus. Therefore a high to low transition on the SCL line causes all concerned devices to
count off their low period. Once a device clock has gone low it will hold the SCL line in that state until
the clock high state is reached. Due to the wired-AND connection the SCL line will therefore be held low
by the device with the longest low period, and held high by the device with the shortest high period.

29.3.4 Clock Stretching

Slave devices can use the clock synchronization mechanism to slow down the transfer bit rate. After the
master has driven SCL low, the slave can drive SCL low for the required period and then release it. If the
slave’s SCL low period is greater than the master’s SCL low period, the resulting SCL bus signal low period

is stretched, thus inserting wait-states.



997

AHER/N R

30.1 AER/N ARk

WEBNAT 72 ALk €y Zzy5 47>, file LT, 0x00000000 Fifix BE_[3], 000000001 F i
BE_[2], 0x00000002 ZHhiZ BE_[1], 0x00000003 Fihid BE_[0] iZit. BMREQ_IF/NN—X Y 7 T X MEH.
N=ZAPDYIZTAMIN—ZAPRTHRELET. HETHMHEN—Z FROMIGIFLLTFD@ED TY. BMREQ
== 11: 1Word, BMREQ == 10: 2Word, BMREQ == 01: 4Word, BMREQ == 00: 8Word. BMACK_T
WIN—ANARERE I Z ALV — T IR HST 5.

AA I VDOV TFITRT.

e LU L L

ADDR X Tl L X

BREQ. || |[ADDREEEAS lolk LLEBIFS

GRANT _ |

AS_ GRANT_#GE~7-580ab| [ ADDR B\ 1ok iE® 2N |

RW_ WNS_EHTETISHE

BMREQ_ X AhS_ & BB AE h LI XX

OATA XXX XX
BE.  READ BIXEnk

READY_ AS_ B Telk KL 112 D| T 1
BMACK_ X X

Figure 30.1: Read
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ADDR X Tl &Lt X

BREQ. || |QADDREEEAD lclk LLEBIHFS

GRANT_ |

AS_ GRANT_ASB 7= 0ab| | ADDR BEEH S Tolk LLEHIF2D] |

RW_ [AS_ & @Bt & h LR

BNREQ_ YAAS_ E @B HZ hLLR XX

DATA AS_ & BB T & AIDX XX XX X

BE.  BEIZHigh AS_ L@EBTHADXBE. TDATADYIY i L EBtE. M THILA
READY_  BE_ A5 (AS_ A5 ?)1clK LLESHIF 5D | |
BMACK X X

Figure 30.2: Write

ADDR X

BREQ_ [ [

GRANT_ | [

AS_ L

BERR_ AS_ O Tolk gIBEl- x| |

0s. |GRANT. 28> TL\ 3T X4 D ADR Z 2D EEFa— K

READY_ BERR_ & @EFFIZ, burst P TH 1 %T:'H’] l

Figure 30.3: Error
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30.2 EXT_0(ROM)

EXT_0(ROM) I 8bit, 16bit €— K T7 7 ¥ A3 384, be[0], be[l] 2 FHT KL AL LTHHI NS,
be[0] %5 LSB.

303 TI7ANMXEYIYT (FE)
cs_0 0x00000000(ROM i)

cs_1 0x40000000(FlashIF)

cs_2 0x21000000(SiP FPGA)

cs_3 0x22000000(Board FPGA)

cs_4 0x23000000(REGFILE, LED)

cs_5 0x24000000

cs_6 0x25000000

cs_7 0x26000000

AL, cs_toggle # ANVd &, cs0 & cs 1 AN LS. £72, auto ready DFERET 2 DI cs.0 D A.
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31

Real Time Clock Unit

31.1 Outline

Real Time Clock Unit 3#Mo7ay 72 HWTH L v XA —HE2 IR T 222y N TH B, AL SAHE
INzruay s 1BEFHL, &ATVRE2GHTSE. ALY X—ERETIEE (N2 7 &), H, H, I
H, K, 7, 23T 5. HBELHIZE, RENIZHDAAZREIEELT 7 —LMkgEERD. 72, 55
DHFITHIB L TWA.

oI I BN THREMRER XA ez R D.

Iay ZIFEINBE Y tteclk RO ANT S, FT7 AN b TIE32.768kHz # AT 2 Z L2k b 1 AT
505, MOEEETH > TH Clock Compare LV AXDIEEEFE TSI L IZL ONILHRETH 5.

AMBE Y 1tchold 2 T7H—MT5Z212&D, TRy YNENZIRSDEEE2ZIIMIT R LS. ZhiC
L0, TakyYOMOELDEIETY bL, NADEEVRAREILR 57235E TH Real Time Clock Unit
IR S DIE B ICHEINTIZ, EULKRFEZFHILEIT 2 Z 2 afEe 2 5.
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31.2 Interface

31.2.1 Address Map

Second offset: 0x00
31 8 7 6 0
’ Reserved | U | Second ‘
’ Field Name ‘ Range ‘ Description ‘
Update (U) 7 HiEMEZ ) — FU TR oEPNEHRINZHEIT 1Ay banb. V—
REaZ &Iz 0izZV TIN5,
Second 6:0 Bty bEnsd. flHIZBCD 23— RT&RT.
Minute offset: 0x04
31 8 7 6 0
’ Reserved l U | Minute ‘
’ Field Name ‘ Range ‘ Description ‘
Update (U) 7 BiEfEZ ) — RU T SEDPEHR I NAIGEIT 1y hEnd, VU —
REaZ iz oz 7EIN5.
Minute 6:0 DRy hENB,. fHIZBCD 2—RFTXT.
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Hour offset: 0x08
31 8 7 6 5 0
’ Reserved l U | 0 l Hour ‘
’ Field Name ‘ Range ‘ Description ‘
Update (U) 7 AiEfEZ Y — RUTHASEPEHINZHEEIZ 1Ay hEhb, ) —
RepZ2iz&b 0oz TIN5,
Hour 5:0 Riikw hEINnbd. fEIEZBCD 2— NTHKT.
Week offset: 0x0c
31 8 7 6 0
’ Reserved I U I Week ‘
’ Field Name ‘ Range ‘ Description ‘
Update (U) 7 HiEMEZ ) — R U TR oEPEHRINZHEIT 1Ay banb. U—
REFpZ&izkb0oizz)7EN5.
Week 6:0 BHZ Y bIhd. oy NEHPSHBEHG6 €y NEHM LIEH%

R
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Day offset: 0x10
31 8 7 6 5 0
’ Reserved l U | 0 | Day ‘
’ Field Name ‘ Range ‘ Description ‘
Update (U) 7 AiEfEZ Y — RUTHASEPEHINZHEEIZ 1Ay hEhb, ) —
FgpZeizkhoizz)7In5.
Day 5:0 H2ty bbb, fliZBCD 2 — R TKT.
Month offset: 0x14
31 8 7 6 5 4 0
| Reserved [ul 00 |  Month |
’ Field Name ‘ Range ‘ Description ‘
Update (U) 7 HiEMEZ ) — R U TR oEPEHRINZHEIT 1Ay banb. U—
REFpZ&izkb0oizz)7EN5.
Month 4:0 H»ty bxhd. fliZBCD 23— R TKT.
Year offset: 0x18
31 8 7 0
’ Reserved Year
’ Field Name ‘ Range ‘ Description ‘

| Year |70 [#EOF2UkA Ly FE¥Nb. A BCD 32— FTEY. |
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Second Alarm offset: 0x20
31 8 7 6 0
’ Reserved | D | Second ‘
’ Field Name ‘ Range ‘ Description ‘
Don’t Care (D) 7 122y oL, BIZBT 2542835, 0D%A, Second (245
FEUZEMII~Yy FUREBEIIT 7 —LDE 0 IARPRET 5.
Second 6:0 7o —LDWEEETS. fHIFBCD O— FTHRT.

Minute Alarm

offset: 0x24

31 8 7 6 0
’ Reserved l D | Minute ‘
’ Field Name ‘ Range ‘ Description ‘
Don’t Care (D) 7 lZty bdde, DICETLIEMZEMHTS. 0DYE, Minute (245
FBURRMI Y FUEEERIZT 7 —LDE D AADNFET 5.
Minute 6:0 TI—LDREEEST S, HIEBCD 23— FTXKT.

Hour Alarm

offset: 0x28
31 8 7 6 5 0
’ Reserved IDI 0 I Hour ‘
’ Field Name ‘ Range ‘ Description ‘
Don’t Care (D) 7 1&22y bde, KT LRMAEZESNT S, 0D5E, Hour IZHE
UGBz y FUGEILT 7 — LDEI D AR TEET 5.
Hour 5:0 7o —LDREET S, il BCD 23— FTXKT.
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Week Alarm

offset: 0x2c

31

8§ 7 6 0

Reserved l D | Week ‘

’ Field Name

‘ Range ‘ Description ‘

Don’t Care (D) 7 12ty b925e, BHICET 25428695, 0D5E, Week IZf5
VIR y FURBEIZT 7 —LDEIDIARDNHET 5.
Week 6:0 TI—LDEHERETS. 1 2RELLEHIZTY 7 —LED AR ZSE
ExE5.
Day Alarm offset: 0x30
31 8 7 6 5 0
’ Reserved IDI 0 I Day ‘
’ Field Name

‘ Range ‘ Description ‘

Don’t Care (D) 7 lzty F925e, HIZBET M2 T L. 0 DE5E, Day IZfEE
USRIz y FUGEIZT 7 — LDEI DA TEET 5.
Day 5:0 77 —LDH%EEET S. fHiZBCD 32— NTXT.
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Month Alarm offset: 0x34
31 8 7 6 5 4 0
’ Reserved l D | 00 | Month ‘
’ Field Name ‘ Range ‘ Description ‘
Don’t Care (D) 7 lzty b9de, HIZETLRM4ZHEHT L. 0D%E, Month (245
FEUEERMIy FUEBRILT 7—LDE D IARBFEET 5.
Month 4:0 77—LDA%RKEETS. il BCD I— RTHET.
Time offset: 0x38 (Read Only)
31 24 23 16 15 8 7 0
’ Reserved | Hour | Minute l Second ‘
’ Field Name ‘ Range ‘ Description ‘
Hour 23:16 | Hour V' Y A X DHNEA.
Minute 15:8 Minute L ¥ A Z DNE.
Second 7:0 Second ¥ A X DNE.
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Date offset: 0x3c (Read Only)
31 24 23 16 15 8 7 0
’ Week | Year | Month l Day ‘
’ Field Name ‘ Range ‘ Description ‘
Week 31:24 | Week L Y A X DNE.
Year 23:16 | Year L Y A X DHNE.
Month 15:8 Month LY A X DHNA.
Day 7:0 Day LV AXDHNE.
Mode offset: 0x40
31 5 4 3 2 1 0
’ Reserved ITMPTITEIAE{EN‘
’ Field Name ‘ Range ‘ Description ‘
Test Mode (TM) 4 TARME—F. 0IZRETH I L.
Periodic Timer (PT) | 3 1 Z# AT % & Periodic Timer, 0 Zi&E$ % & One Shot Timer (275
5.
Timer Enable (TE) | 2 122y bg2ER1PMEFT S, XA <H Expire U725#, One
Shot Timer 72 SIXEHEIZ 0127V TIN5,
Alarm Enable (AE) |1 12Xy bFBLT7 7 —LDEETS. 75— LITHELLRHNL S
EEIOIAADFEET .
Enable (EN) 0 1 %Z+¥ v b3 5 & Real Time Clock 2 EIfEd 5.
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Sense offset: 0x44
31 2 1 0
’ Reserved IT 1 | Al ‘
’ Field Name ‘ Range ‘ Description ‘
Timer Interrupt (TI) | 1 RAREDRADFELGEIC 1Dy bEInb, 1 2HSRAL L
ZEhorvTrans.
Alarm Interrupt (AI) | 0 7 I —LEDARRFEELZGEIC Iy b, 1 2EERDZ
LizkbryrEIns.

Timer Compare offset: 0x48

31 0

Timer Compare ‘

’ Field Name ‘ Range ‘ Description ‘

’ Timer Compare ‘ 31:0 ‘ RA<HDIAALZE DT IR ERET 5. ‘
Timer Count offset: Ox4c (Read Only)

31 0

Timer Count ‘

’ Field Name ‘ Range ‘ Description ‘

Timer Count 31:0 BEDRAIDHY Y NI, ZOfEH Timer Setup (2725 & XA < &b
ABIHET 5.
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Clock Compare

offset: 0x50

31

Clock Compare ‘

’ Field Name

‘ Range ‘ Description ‘

Clock Compare

31:0

KEVa—IWZANINTWE 70y 7 DREEE%IERET 5. Clock Count
MIDLIYARDEEE UL BRoBEEIC 1B LZEHEINS.

Clock Count

offset: 0x54 (Read Only)

31

Clock Count ‘

’ Field Name

‘ Range ‘ Description ‘

Clock Count

31:0

IRy ZBIZAD Y Ty TEN, 1BEFIITS. ZOVYAXDMHE
M Clock Compare EFE LUK o286, 1RELZEHEINS.
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32.1 #BE

Trace Buffer IZ, 7Ot v ¥ WEF UGS, VIYAR, FBELULFINZTLERT 5.

32.2 F7ZRLRYvY S

Trace Buffer D#JHH X — A7 K L A& 0x10000000 TH 5.

0x1000-0000~0x1000_-00FF
0x1004_0000~0x1004_7FFF
0x1004_8000~0x1004_FFFF
0x100C_0000~0x100C_7TFFF
0x100C_8000~0x100C_FFFF

32.3 &IEL T R4 4EE

Trace PC Control

L 2 2 & G,

Trace PC Buffer #H3% 0

Trace PC Buffer #E 1

Trace Exception Buffer #E3% 0
Trace Exception Buffer #EI 1

offset: 0x20

MmN L — 2D ETTS.

31

10

|

Reserved

[E]

’ Field Name ‘ Range ‘ Description

|

[ Enable (E) IE [ AEY N 1IET2E, TUTTLATVZD N LV—ARHMI RS, |
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Trace Exception Control offset: 0x60, 0x64
Bis b L — 2 DHIE AT,

31 4 3 1 0

’ Reserved | TH | E ‘

’ Field Name ‘ Range ‘ Description ‘
Thread (TH) 3:1 KT 4=V RIZEELZAL Y RESOHIMNE ML —AT 5.
Enable (E) 0 Ay hE21IZTDHE, LYZAZRT7ALD ML —ADREMTRD.
Trace Buffer Initialize offset: 0x80

L =23y 7 7 DY, .

31 0
’ Initialize ‘
’ Field Name ‘ Range ‘ Description ‘
| Initialize K | ALY AT HERAETI L, FL—ANY 77 OPHERITS. |

32.4 Trace PC Buffer %813

SRTMP Tl 2 AL v RETHRIZAE N L —AZTS Z DAL B> TWA., KNI had b L —AEHR
D7 A=< MILLFD@ED.
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Trace PC Buffer 0 offset: 0x0
31 16 15 14 13 9 8 7 32 0
| CNT | ofWE FPR.ADDR ¢WE GPRADDR | TH |
’ Field Name ‘ Range ‘ Description
Counter (CNT) 31:16 | @@L HS.
FPR  Write En- | 14 FEUNMIR LV VA RZFEEAARER. ET LU w TRENMNUS L VA&
able(FWE) WCEERAAERT5E, ZOEY My I,
FPR Ad- | 13:9 FE/NR VY ARE S, ETUZaR TR/ NI L YA RIZEE A
dress(FPR_ADDR) AET725E, EBERAAREVIARFESR 2y I 5.
GPR  Write En- | 8 PHL VAR EEAAER). FATLaBTHHAL YV ARICEEAAZ
able(GWE) o756, 2oy Mty hEn5.
GPR Ad- | 7:3 NHLV Y ARES., ETUAMSTNHLV Y ARICEZAAZIT> 72
dress(GPR_ADDR) &, BEIRAAREVIARBZSNEY hEhb,
Thread(TH) 2:0 ALy NEE. MREEFLEZALY FOFESHPIEMEI NS,

Trace PC Buffer 1

offset: 0x4

31

Program Counter

’ Field Name

‘ Range ‘ Description

’ Program Counter

[ 31:0 |

FIF LB Ta T I LAV RBKEHEI NS,
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Trace PC Buffer 2 offset: 0x8

31 0
’ Register Write Data 0 ‘

’ Field Name ‘ Range ‘ Description ‘
Register Write Data | 31:0 MNHALV Y ARIZEESAABTONGE, TOT—XPHKNIND. F
0 F/NBUS L YA RIZE IR ADV TN E, TOT—XD L322y

FOKIIZ N D, WTNDL IV ARADEZAADNTENGE, 207 1 —
L RIFEBI NS,

Trace PC Buffer 3 offset: 0xC

31 0
’ Register Write Data 1 ‘

’ Field Name ‘ Range ‘ Description ‘
Register Write Data | 31:0 FENR LV VA RICEZRAABTONTZGE, TOT— XD NI 32
1 Ey OIS NG, FEUNEGI L VA X ANDFEEAADRNG S, Z

D7 4=V RIFEMINS.

32.5 Trace Exception Buffer 5813

SRTMP Tl 2 ALy RETRHFRHIHIA ML —AZT5 Z 2R HEL > TWA. BIHIa L —RIEH
D7 A=< MILLTFD@ED.
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Trace Exception Buffer offset: 0x0
31 0

Exception PC

’ Field Name

‘ Range ‘ Description

’ Exception PC

| 31:0

[ BISDIEL 7T BT 5 LT v RBRNE NS,
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On-Chip Emulator

33.1 Outline

On-Chip Emulator 1% SPI@#ETDY Y I N7 —RDY—=K - F4 DT Ial—X—EHE2EMtT 5.

33.2 Operation

On-Chip Emulator 1338472 SPI ¥ A X — Ll U CfifHT 5. 957 — X &L 32bit THS. SPID
EFEE— Vi, A Oy ZI3EMMETYIS EBRD TTF— X 2%27HD, MSB 2582 BIAT 2 L 5123
9 5. On-Chip Emulator I¥ RELOAD ¥'> % High (295 Z & TYAR—IINAT 72 ADE T BT
5. 2O VNI High 1245 L IROERNZ AV Y RPFITINS £ T Low IZR 67\, SPL@fETa~vy
REZETEHILIZEST, WIHIRERS TN, V—FNZNZTNOE— NIZERT 5. JREER X On-Chip
Emulator 1Z#2f5i & 17z Slave Select @ Enable 1Z & » Tirh 5.

33.2.1 Single Write

YU INVT A MEREIXLATD X 512175, Master 1& SPI D 2 & —, Slave i SPT ® A L — 7 (On-Chip
Emulator 281/ 5l) TH 5.

1. Master: SPI  On-Chip Emulator {Z 32bit D3~ > RF—X 0xAB # A 19 5.
2. Master: SPI T On-Chip Emulator {27 N L A5 — X % 32bit AJIT 5.

3. Master: SPI T On-Chip Emulator (25 - b5 —%& % 32bit AJ19 5.

4. Slave: On-Chip Emulator 23> > 7V J 1 Mk %z BET 5.

5. Slave: ¥ > 7L F A M5ET.

6. Slave: On-Chip Emulator ® RELOAD ¥ % High (2 U, #IHPIREEIZER T 5.
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33.2.2 Single Read

VYWY — RERIEPARD & 512475, Master 1& SPI O ¥ A & —, Slave i SPI D A L' — 7" (On-Chip
Emulator 2’8{F 9 5) TH 5.

1. Master: SPI T On-Chip Emulator {2 32bit D3 ¥ > RF—X 0xAA # AN T 5.

2. Master: SPI T On-Chip Emulator {27 KL A5 — X % 32bit AJIT 5.

3. Slave: On-Chip Emulator 23> > 27V ) — Rzt A3 5.

4. Slave: V— M58 79 5% RELOAD ¥ % High 2§ 5.

5. Master: Slave Select % Enable I29 5.

6. Slave: On-Chip Emulator 7* & SPI ¥ A X —~#EH 2 3%/5 L, RELOAD ¥ V% Low (272 5.

7. Master: FE Slave Select Z Enable 123 5%. ZORRIIZEINE T —XRIFEKRZE WD, X3 —
CUTUHT 20ERD LIRS 5.

8. Slave: {IHIRREBIZER T 5.
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